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## Preface

Paul Erdős liked to talk about The Book, in which God maintains the perfect proofs for mathematical theorems, following the dictum of G. H. Hardy that there is no permanent place for ugly mathematics. Erdős also said that you need not believe in God but, as a mathematician, you should believe in The Book. A few years ago, we suggested to him to write up a first (and very modest) approximation to The Book. He was enthusiastic about the idea and, characteristically, went to work immediately, filling page after page with his suggestions. Our book was supposed to appear in March 1998 as a present to Erdős' 85th birthday. With Paul's unfortunate death in the summer of 1997, he is not listed as a co-author. Instead this book is dedicated to his memory.
We have no definition or characterization of what constitutes a proof from The Book: all we offer here is the examples that we have selected, hoping that our readers will share our enthusiasm about brilliant ideas, clever insights and wonderful observations. We also hope that our readers will enjoy this despite the imperfections of our exposition. The selection is to a great extent influenced by Paul Erdős himself. A large number of the topics were suggested by him, and many of the proofs trace directly back to him, or were initiated by his supreme insight in asking the right question or in making the right conjecture. So to a large extent this book reflects the views of Paul Erdős as to what should be considered a proof from The Book.
A limiting factor for our selection of topics was that everything in this book is supposed to be accessible to readers whose backgrounds include only a modest amount of technique from undergraduate mathematics. A little linear algebra, some basic analysis and number theory, and a healthy dollop of elementary concepts and reasonings from discrete mathematics should be sufficient to understand and enjoy everything in this book.
We are extremely grateful to the many people who helped and supported us with this project - among them the students of a seminar where we discussed a preliminary version, to Benno Artmann, Stephan Brandt, Stefan Felsner, Eli Goodman, Torsten Heldmann, and Hans Mielke. We thank Margrit Barrett, Christian Bressler, Ewgenij Gawrilow, Elke Pose, and Jörg Rambau for their technical help in composing this book. We are in great debt to Tom Trotter who read the manuscript from first to last page, to Karl H. Hofmann for his wonderful drawings, and most of all to the late great Paul Erdős himself.


Paul Erdős

"The Book"

## Preface to the Second Edition

The first edition of this book got a wonderful reception. Moreover, we received an unusual number of letters containing comments and corrections, some shortcuts, as well as interesting suggestions for alternative proofs and new topics to treat. (While we are trying to record perfect proofs, our exposition isn't.)
The second edition gives us the opportunity to present this new version of our book: It contains three additional chapters, substantial revisions and new proofs in several others, as well as minor amendments and improvements, many of them based on the suggestions we received. It also misses one of the old chapters, about the "problem of the thirteen spheres," whose proof turned out to need details that we couldn't complete in a way that would make it brief and elegant.
Thanks to all the readers who wrote and thus helped us - among them Stephan Brandt, Christian Elsholtz, Jürgen Elstrodt, Daniel Grieser, Roger Heath-Brown, Lee L. Keener, Christian Lebcuf, Hanfried Lenz, Nicolas Puech, John Scholes, Bernulf Weißbach, and many others. Thanks again for help and support to Ruth Allewelt and Karl-Friedrich Koch at Springer Heidelberg, to Christoph Eyrich and Torsten Heldmann in Berlin, and to Karl H. Hofmann for some superb new drawings.

## Preface to the Third Edition

We would never have dreamt, when preparing the first edition of this book in 1998, of the great success this project would have, with translations into many languages, enthusiastic responses from so many readers, and so many wonderful suggestions for improvements, additions, and new topics - that could keep us busy for years.
So, this third edition offers two new chapters (on Euler's partition identities, and on card shuffling), three proofs of Euler's series appear in a separate chapter, and there is a number of other improvements, such as the Calkin-Wilf-Newman treatment of "enumerating the rationals." That's it, for now! We thank everyone who has supported this project during the last five years, and whose input has made a difference for this new edition. This includes David Bevan, Anders Björner, Dietrich Braess, John Cosgrave, Hubert Kalf, Günter Pickert, Alistair Sinclair, and Herb Wilf.
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## Six proofs of the infinity of primes

It is only natural that we start these notes with probably the oldest Book Proof, usually attributed to Euclid. It shows that the sequence of primes does not end.

Euclid's Proof. For any finite set $\left\{p_{1}, \ldots, p_{r}\right\}$ of primes, consider the number $n=p_{1} p_{2} \cdots p_{r}+1$. This $n$ has a prime divisor $p$. But $p$ is not one of the $p_{i}$ : otherwise $p$ would be a divisor of $n$ and of the product $p_{1} p_{2} \cdots p_{r}$, and thus also of the difference $n-p_{1} p_{2} \ldots p_{r}=1$, which is impossible. So a finite set $\left\{p_{1}, \ldots, p_{r}\right\}$ cannot be the collection of all prime numbers.

Before we continue let us fix some notation. $\mathbb{N}=\{1,2,3, \ldots\}$ is the set of natural numbers, $\mathbb{Z}=\{\ldots,-2,-1,0,1,2, \ldots\}$ the set of integers, and $\mathbb{P}=\{2,3,5,7, \ldots\}$ the set of primes.
In the following, we will exhibit various other proofs (out of a much longer list) which we hope the reader will like as much as we do. Although they use different view-points, the following basic idea is common to all of them: The natural numbers grow beyond all bounds, and every natural number $n \geq 2$ has a prime divisor. These two facts taken together force $\mathbb{P}$ to be infinite. The next three proofs are folklore, the fifth proof was proposed by Harry Fürstenberg, while the last proof is due to Paul Erdős.

The second and the third proof use special well-known number sequences.
Second Proof. Suppose $\mathbb{P}$ is finite and $p$ is the largest prime. We consider the so-called Mersenne number $2^{p}-1$ and show that any prime factor $q$ of $2^{p}-1$ is bigger than $p$, which will yield the desired conclusion. Let $q$ be a prime dividing $2^{p}-1$, so we have $2^{p} \equiv 1(\bmod q)$. Since $p$ is prime, this means that the element 2 has order $p$ in the multiplicative group $\mathbb{Z}_{q} \backslash\{0\}$ of the field $\mathbb{Z}_{q}$. This group has $q-1$ elements. By Lagrange's theorem (see the box) we know that the order of every element divides the size of the group, that is, we have $p \mid q-1$, and hence $p<q$.
$\square$ Third Proof. Next let us look at the Fermat numbers $F_{n}=2^{2^{n}}+1$ for $n=0,1,2, \ldots$. We will show that any two Fermat numbers are relatively prime; hence there must be infinitely many primes. To this end, we verify the recursion

$$
\prod_{k=0}^{n-1} F_{k}=F_{n}-2 \quad(n \geq 1)
$$

## Lagrange's Theorem

If $G$ is a finite (multiplicative) group and $U$ is a subgroup, then $|U|$ divides $|G|$.

■ Proof. Consider the binary relation

$$
a \sim b: \Longleftrightarrow b a^{-1} \in U .
$$

It follows from the group axioms that $\sim$ is an equivalence relation. The equivalence class containing an element $a$ is precisely the coset

$$
U a=\{x a: x \in U\} .
$$

Since clearly $|U a|=|U|$, we find that $G$ decomposes into equivalence classes, all of size $|U|$, and hence that $|U|$ divides $|G|$.

In the special case when $U$ is a cyclic subgroup $\left\{a, a^{2}, \ldots, a^{m}\right\}$ we find that $m$ (the smallest positive integer such that $a^{m}=1$, called the order of $a$ ) divides the size $|G|$ of the group.

$$
\begin{aligned}
& F_{0}=3 \\
& F_{1}=5 \\
& F_{2}=17 \\
& F_{3}=257 \\
& F_{4}=65537 \\
& F_{5}=641 \cdot 6700417
\end{aligned}
$$

The first few Fermat numbers


Steps above the function $f(t)=\frac{1}{t}$
from which our assertion follows immediately. Indeed, if $m$ is a divisor of, say, $F_{k}$ and $F_{n}(k<n)$, then $m$ divides 2 , and hence $m=1$ or 2 . But $m=2$ is impossible since all Fermat numbers are odd.
To prove the recursion we use induction on $n$. For $n=1$ we have $F_{0}=3$ and $F_{1}-2=3$. With induction we now conclude

$$
\begin{aligned}
\prod_{k=0}^{n} F_{k} & =\left(\prod_{k=0}^{n-1} F_{k}\right) F_{n}=\left(F_{n}-2\right) F_{n}= \\
& =\left(2^{2^{n}}-1\right)\left(2^{2^{n}}+1\right)=2^{2^{n+1}}-1=F_{n+1}-2
\end{aligned}
$$

Now let us look at a proof that uses elementary calculus.
$\square$ Fourth Proof. Let $\pi(x):=\#\{p \leq x: p \in \mathbb{P}\}$ be the number of primes that are less than or equal to the real number $x$. We number the primes $\mathbb{P}=\left\{p_{1}, p_{2}, p_{3}, \ldots\right\}$ in increasing order. Consider the natural logarithm $\log x$, defined as $\log x=\int_{1}^{x} \frac{1}{t} d t$.
Now we compare the area below the graph of $f(t)=\frac{1}{t}$ with an upper step function. (See also the appendix on page 10 for this method.) Thus for $n \leq x<n+1$ we have

$$
\log x \leq 1+\frac{1}{2}+\frac{1}{3}+\ldots+\frac{1}{n-1}+\frac{1}{n}
$$

$\leq \sum \frac{1}{m}$, where the sum extends over all $m \in \mathbb{N}$ which have only prime divisors $p \leq x$.
Since every such $m$ can be written in a unique way as a product of the form $\prod_{p \leq x} p^{k_{p}}$, we see that the last sum is equal to

$$
\prod_{\substack{p \in \mathbb{P} \\ p \leq x}}\left(\sum_{k \geq 0} \frac{1}{p^{k}}\right) .
$$

The inner sum is a geometric series with ratio $\frac{1}{p}$, hence

$$
\log x \leq \prod_{\substack{p \in \mathbb{P} \\ p \leq x}} \frac{1}{1-\frac{1}{p}}=\prod_{\substack{p \in \mathbb{P} \\ p \leq x}} \frac{p}{p-1}=\prod_{k=1}^{\pi(x)} \frac{p_{k}}{p_{k}-1}
$$

Now clearly $p_{k} \geq k+1$, and thus

$$
\frac{p_{k}}{p_{k}-1}=1+\frac{1}{p_{k}-1} \leq 1+\frac{1}{k}=\frac{k+1}{k}
$$

and therefore

$$
\log x \leq \prod_{k=1}^{\pi(x)} \frac{k+1}{k}=\pi(x)+1
$$

Everybody knows that $\log x$ is not bounded, so we conclude that $\pi(x)$ is unbounded as well, and so there are infinitely many primes.

Fifth Proof. After analysis it's topology now! Consider the following curious topology on the set $\mathbb{Z}$ of integers. For $a, b \in \mathbb{Z}, b>0$ we set

$$
N_{a, b}=\{a+n b: n \in \mathbb{Z}\}
$$

Each set $N_{a, b}$ is a two-way infinite arithmetic progression. Now call a set $O \subseteq \mathbb{Z}$ open if either $O$ is empty, or if to every $a \in O$ there exists some $b>0$ with $N_{a, b} \subseteq O$. Clearly, the union of open sets is open again. If $O_{1}, O_{2}$ are open, and $a \in O_{1} \cap O_{2}$ with $N_{a, b_{1}} \subseteq O_{1}$ and $N_{a, b_{2}} \subseteq O_{2}$, then $a \in N_{a, b_{1} b_{2}} \subseteq O_{1} \cap O_{2}$. So we conclude that any finite intersection of open sets is again open. So, this family of open sets induces a bona fide topology on $\mathbb{Z}$.
Let us note two facts:
(A) Any non-empty open set is infinite.
(B) Any set $N_{a, b}$ is closed as well.

Indeed, the first fact follows from the definition. For the second we observe

$$
N_{a, b}=\mathbb{Z} \backslash \bigcup_{i=1}^{b-1} N_{a+i, b}
$$

which proves that $N_{a, b}$ is the complement of an open set and hence closed.

So far the primes have not yet entered the picture - but here they come. Since any number $n \neq 1,-1$ has a prime divisor $p$, and hence is contained in $N_{0, p}$, we conclude

$$
\mathbb{Z} \backslash\{1,-1\}=\bigcup_{p \in \mathbb{P}} N_{0, p}
$$

Now if $\mathbb{P}$ were finite, then $\bigcup_{p \in \mathbb{P}} N_{0, p}$ would be a finite union of closed sets (by (B)), and hence closed. Consequently, $\{1,-1\}$ would be an open set, in violation of (A).

Sixth Proof. Our final proof goes a considerable step further and demonstrates not only that there are infinitely many primes, but also that the series $\sum_{p \in \mathbb{P}} \frac{1}{p}$ diverges. The first proof of this important result was given by Euler (and is interesting in its own right), but our proof, devised by Erdős, is of compelling beauty.
Let $p_{1}, p_{2}, p_{3}, \ldots$ be the sequence of primes in increasing order, and assume that $\sum_{p \in \mathbb{P}} \frac{1}{p}$ converges. Then there must be a natural number $k$ such that $\sum_{i \geq k+1} \frac{1}{p_{i}}<\frac{1}{2}$. Let us call $p_{1}, \ldots, p_{k}$ the small primes, and $p_{k+1}, p_{k+2}, \ldots$ the big primes. For an arbitrary natural number $N$ we therefore find

$$
\begin{equation*}
\sum_{i \geq k+1} \frac{N}{p_{i}}<\frac{N}{2} \tag{1}
\end{equation*}
$$


"Pitching flat rocks, infinitely"

Let $N_{b}$ be the number of positive integers $n \leq N$ which are divisible by at least one big prime, and $N_{s}$ the number of positive integers $n \leq N$ which have only small prime divisors. We are going to show that for a suitable $N$

$$
N_{b}+N_{s}<N
$$

which will be our desired contradiction, since by definition $N_{b}+N_{s}$ would have to be equal to $N$.
To estimate $N_{b}$ note that $\left\lfloor\frac{N}{p_{i}}\right\rfloor$ counts the positive integers $n \leq N$ which are multiples of $p_{i}$. Hence by (1) we obtain

$$
\begin{equation*}
N_{b} \leq \sum_{i \geq k+1}\left\lfloor\frac{N}{p_{i}}\right\rfloor<\frac{N}{2} \tag{2}
\end{equation*}
$$

Let us now look at $N_{s}$. We write every $n \leq N$ which has only small prime divisors in the form $n=a_{n} b_{n}^{2}$, where $a_{n} \overline{\text { is }}$ the square-free part. Every $a_{n}$ is thus a product of different small primes, and we conclude that there are precisely $2^{k}$ different square-free parts. Furthermore, as $b_{n} \leq \sqrt{n} \leq \sqrt{N}$, we find that there are at most $\sqrt{N}$ different square parts, and so

$$
N_{s} \leq 2^{k} \sqrt{N}
$$

Since (2) holds for any $N$, it remains to find a number $N$ with $2^{k} \sqrt{N} \leq \frac{N}{2}$ or $2^{k+1} \leq \sqrt{N}$, and for this $N=2^{2 k+2}$ will do.
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## Bertrand's postulate

We have seen that the sequence of prime numbers $2,3,5,7, \ldots$ is infinite. To see that the size of its gaps is not bounded, let $N:=2 \cdot 3 \cdot 5 \cdot \ldots \cdot \gamma$ denote the product of all prime numbers that are smaller than $k+2$, and note that none of the $k$ numbers

$$
N+2, N+3, N+4, \ldots, N+k, N+(k+1)
$$

is prime, since for $2 \leq i \leq k+1$ we know that $i$ has a prime factor that is smaller than $k+2$, and this factor also divides $N$, and hence also $N+i$. With this recipe, we find, for example, for $k=10$ that none of the ten numbers

$$
2312,2313,2314, \ldots 2321
$$

is prime.
But there are also upper bounds for the gaps in the sequence of prime numbers. A famous bound states that "the gap to the next prime cannot be larger than the number we start our search at." This is known as Bertrand's postulate, since it was conjectured and verified empirically for $n<3000000$ by Joseph Bertrand. It was first proved for all $n$ by Pafmuty Chebyshev in 1850. A much simpler proof was given by the Indian genius Ramanujan. Our Book Proof is by Paul Erdös: it is taken from Erdốs' first published paper, which appeared in 1932, when Erdős was 19.

## Bertrand's postulate.

For every $n \geq 1$, there is some prime number $p$ with $n<p \leq 2 n$.

- Proof. We will estimate the size of the binomial coefficient $\binom{2 n}{n}$ carcfully enough to see that if it didn't have any prime factors in the range $n<p \leq 2 n$, then it would be "too small." Our argument is in five steps.
(1) We first prove Bertrand's postulate for $n<4000$. For this one does not need to check 4000 cases: it suffices (this is "Landau's rick") to check that


## $2,3,5,7,13,23,43,83,163,317,631,1259,2503,4001$

is a sequence of prime numbers, where each is smaller than twice the previous one. Hence every interval $\{y: n<y \leq 2 n\}$, with $n \leq 4000$, contains one of these 14 primes.


Joseph Bertrand

Beweis etnes Satzes von Tschebyschef
Van $\mathbf{P}$ Eatule in Budapeol.
Far den zuerst woll Trcheavscher bewlesenen Satz, laut dessen es zwischien einer naturlichen Zahl und itrer zweifachen stets wenigatens eine Primzaht gibt, liegen in der Litcratur mechrere Beweice vor. Als cinfachaten kann man otrne Zweitel den Reweis von Ramanujac') hezeichnen, ta seipein Weik Vorlesungen aber Zatimpheoric (Leipgig, 1927), Band I, S. 66-68 gibt Hert Landw einen besonders eintachen Beweis fur einen Satz uber die Anzaht der Primzahien unter einet gegebenen Gremze, aus welchem unmittelbar folgt. dall tor eif igeeignetes $q$ zwishen einer naturlichen Zahb tud ther $q$-fachen slets eitur Prituahd liegt. For die augroblickichen Zweiken des Herm Lasdsu komm es nicht aut die numerische Bestimmung der im Beweis auffrtenden Konstanten an; man oberzeugt sich aber durch eine numerische Vertolgung des Beweises leicht, dat $q$ jedenfalls grober als 2 aunfalt.

In den folgraden Zeilen werte lich zeigen, dat man durch eine Verscharfung der dem Lavosusctien Beweis rugrunde liegenden Ideen zu einem Bewels des oben erwałnten Tscheayscherschen Satzes gelangen kann, der - wie mir secheint - an Emfachkeit nicht hinter dem Ramavijanschen Beweis stebt (iriechische Buchstaben sollen im Fingenden durhwegs positive, lateinisclie Buclastaben natariche Zahlien bezeichnen; die Bezeichnung $p$ ist fur Primzahler vorbelatien.

1. Det Binomualkoctirient

## $\binom{2 i n}{u}=\frac{(2 a)!}{(a t)^{7}}$

[^0]$$
\prod \mu<4^{\kappa}
$$
$$
M \triangle M
$$

## Legendre's theorem

The number $n$ ! contains the prime factor p exactly

$$
\sum_{k \geq 1}\left\lfloor\frac{n}{p^{k}}\right\rfloor
$$

times.

- Proof. Exactly $\left\lfloor\frac{n}{p}\right\rfloor$ of the factors of $n!=1 \cdot 2 \cdot 3 \cdot \ldots \cdot n$ are divisible by $p$, which accounts for $\left\lfloor\frac{n}{p}\right\rfloor p$-factors. Next, $\left\lfloor\frac{n}{p^{2}}\right\rfloor$ of the factors of $n!$ are even divisible by $p^{2}$, which accounts for the next $\left\lfloor\frac{n}{p^{2}}\right\rfloor$ prime factors $p$ of $n!$, etc.
(2) Next we prove that

$$
\begin{equation*}
\prod_{p \leq x} p \leq 4^{x-1} \quad \text { for all real } x \geq 2 \tag{1}
\end{equation*}
$$

where our notation - here and in the following - is meant to imply that the product is taken over all prime numbers $p \leq x$. The proof that we present for this fact uses induction on the number of these primes. It is not from Erdős' original paper, but it is also due to Erdős (see the margin), and it is a true Book Proof. First we note that if $q$ is the largest prime with $q \leq x$, then

$$
\prod_{p \leq x} p=\prod_{p<q} p \quad \text { and } \quad 4^{q-1} \leq 4^{x-1}
$$

Thus it suffices to check (1) for the case where $x=q$ is a prime number. For $q=2$ we get " $2 \leq 4$," so we proceed to consider odd primes $q=2 m+1$. (Here we may assume, by induction, that (1) is valid for all integers $x$ in the set $\{2,3, \ldots, 2 m\}$.) For $q=2 m+1$ we split the product and compute $\prod_{p \leq 2 m+1} p=\prod_{p \leq m+1} p \cdot \prod_{m+1<p \leq 2 m+1} p \leq 4^{m n}\binom{2 m+1}{m} \leq 4^{m} 2^{2 m}=4^{2 m}$. All the pieces of this "one-line computation" are easy to see. In fact,

$$
\prod_{p \leq m+1} p \leq 4^{m}
$$

holds by induction. The inequality

$$
\prod_{m \nmid 1<p \leq 2 m \mid 1} p \leq\binom{ 2 m+1}{m}
$$

follows from the observation that $\binom{2 m \downarrow 1}{m}=\frac{(2 m+1)!}{m!(m+1)!}$ is an integer, where the primes that we consider all are factors of the numerator $(2 m+1)$ !, but not of the denominator $m!(m+1)$ !. Finally

$$
\binom{2 m+1}{m} \leq 2^{2 m}
$$

holds since

$$
\binom{2 m+1}{m} \text { and }\binom{2 m+1}{m+1}
$$

are two (equal!) summand that appear in

$$
\sum_{k=0}^{2 m 1^{1}}\binom{2 m+1}{k}=2^{2 m+1}
$$

(3) From Legendre's theorem (see the box) we get that $\binom{2 n}{n}=\frac{(2 n)!}{n!n!}$ contain the prime factor $p$ exactly

$$
\sum_{k \geq 1}\left(\left\lfloor\frac{2 n}{p^{k}}\right\rfloor-2\left\lfloor\frac{n}{p^{k}}\right\rfloor\right)
$$

times. Here each summand is at most 1 , since it satisfics

$$
\left\lfloor\frac{2 n}{p^{k}}\right\rfloor-2\left\lfloor\frac{n}{p^{k}}\right\rfloor<\frac{2 n}{p^{k}}-2\left(\frac{n}{p^{k}}-1\right)=2
$$

and it is an integer. Furthermore the summands vanish whenever $p^{k}>2 n$. Thus $\binom{2 n}{n}$ contains $p$ exactly

$$
\sum_{k \geq 1}\left(\left\lfloor\frac{2 n}{p^{k}}\right\rfloor-2\left\lfloor\frac{n}{p^{k}}\right\rfloor\right) \leq \max \left\{r: p^{r} \leq 2 n\right\}
$$

times. Hence the largest power of $p$ that divides $\binom{2 \pi}{n}$ is not larger than $2 n$. In particular, primes $p>\sqrt{2 n}$ appear at most once in $\binom{2_{n}}{n}$.
Furthermore - and this, according to Erdôs, is the key fact for his proof - primes $p$ that satisfy $\frac{2}{3} n<p \leq n$ do not divide $\binom{2 n}{n}$ at all! Indeed, $3 p>2 n$ implies (for $n \geq 3$, and hence $p \geq 3$ ) that $p$ and $2 p$ are the only multiples of $p$ that appear as factors in the numcrator of $\frac{(2 n)!}{n!n!}$, while we get two $p$-factors in the denominator.
(4) Now we are ready to cstimate $\binom{2 n}{n}$. For $n \geq 3$, using an estimate from page 12 for the lower bound, we get

$$
\frac{4^{n}}{2 n} \leq\binom{ 2 n}{n} \leq \prod_{p \leq \sqrt{2 n}} 2 n \cdot \prod_{\sqrt{2 n}<p \leq \frac{2}{3} n} p \cdot \prod_{n<p \leq 2 n} p
$$

and thus, since there are not more than $\sqrt{2 n}$ primes $p \leq \sqrt{2 n}$,

$$
\begin{equation*}
4^{n} \leq(2 n)^{1+\sqrt{2 n}} \cdot \prod_{\sqrt{2 n}<p \leq \frac{2}{3} n} p \quad \prod_{n<p \leq 2 n} p \quad \text { for } n \geq 3 \tag{2}
\end{equation*}
$$

(5) Assume now that there is no prime $p$ with $n<p \leq 2 n$, so the second product in (2) is 1 . Substituting (1) into (2) we get

$$
\begin{gather*}
4^{n} \leq(2 n)^{1+\sqrt{2 n}} 4^{\frac{2}{3} n} \\
4^{\frac{1}{3} n} \leq(2 n)^{1+\sqrt{2 n}} \tag{3}
\end{gather*}
$$

or
which is false for $n$ large enough! In fact, using $a+1<2^{a}$ (which holds for all $a \geq 2$, by induction) we get

$$
\begin{equation*}
2 n=(\sqrt[6]{2 n})^{6}<(\lfloor\sqrt[6]{2 n}\rfloor+1)^{6}<2^{6\lfloor\sqrt[6]{2 n}\rfloor} \leq 2^{6 \sqrt[6]{2 n}} \tag{4}
\end{equation*}
$$

and thus for $n \geq 50$ (and hence $18<2 \sqrt{2 n}$ ) we obtain from (3) and (4)

$$
2^{2 n} \leq(2 n)^{3(1+\sqrt{2 n})}<2^{\sqrt[6]{2 n}(18+18 \sqrt{2 n})}<2^{20 \sqrt[6]{2 n} \sqrt{2 n}}=2^{20(2 n)^{2 / 3}}
$$

This implies $(2 n)^{1 / 3}<20$, and thus $n<4000$.

Examples such as
$\binom{26}{13}=2^{3} \cdot 5^{2} \cdot 7 \cdot 17 \cdot 19 \cdot 23$
$\binom{2 R}{14}=2^{3} \cdot 3^{3} \cdot 5^{2} \cdot 17 \cdot 19 \cdot 23$
$\binom{30}{15}=2^{4} \cdot 3^{2} \cdot 5 \cdot 17 \cdot 19 \cdot 23 \cdot 29$
illustrate that "very small" prime factors $p<\sqrt{2 n}$ can appear as higher powers in $\binom{2 n}{n}$, "small" primes with $\sqrt{2 n}<$ $p \leq \frac{2}{3} n$ appear at most once, while factors in the gap with $\frac{2}{3} n<p \leq n$ don't appear at all.

One can extract even more from this type of estimates: From (2) one can derive with the same methods that

$$
\prod_{n<p \leq 2 n} p \geq 2^{\frac{1}{30} n} \text { for } n \geq 4000
$$

and thus that there are at least

$$
\log _{2 n}\left(2^{\frac{1}{30} \pi}\right)=\frac{1}{30} \frac{n}{\log _{2} n+1}
$$

primes in the range between $n$ and $2 n$.
This is not that bad an estimate: the "true" number of primes in this range is roughly $n / \log n$. This follows from the "prime number theorem," which says that the limit

$$
\lim _{n \rightarrow \infty} \frac{\#\{p \leq n: p \text { is prime }\}}{n / \log n}
$$

exists, and equals 1. This famous result was first proved hy Hadamard and de la Vallée-Poussin in 1896; Selberg and Erdôs found an elementary proof (without complex analysis tools, but still long and involved) in 1948.
On the prime numher theorem itself the final word, it seems, is still not in: for example a proof of the Riemann hypothesis (see page 41), one of the major unsolved open problems in mathematics, would also give a substantial improvement for the estimates of the prime number theorem. But also for Bertrand's postulate, one could expect dramatic improvements. In fact, the following is a famous unsolved problem:

Is there always a prime between $n^{2}$ and $(n+1)^{2}$ ?
For additional information see [3, p. 19] and [4, pp. 248, 257].

## Appendix: Some estimates

## Estimating via integrals

There is a very simple-but-effective method of estimating sums by integrals (as already encountered on page 4). For estimating the harmonic numbers

$$
I_{n}=\sum_{k=1}^{n} \frac{1}{k}
$$

we draw the figure in the margin and derive from it

$$
H_{n}-1=\sum_{k=2}^{n} \frac{1}{k}<\int_{1}^{n} \frac{1}{t} d t=\log n
$$

by comparing the area below the graph of $f(t)=\frac{1}{t}(1 \leq t \leq n)$ with the area of the dark shaded rectangles, and

$$
I_{n}-\frac{1}{n}=\sum_{k=1}^{n-1} \frac{1}{k}>\int_{1}^{n} \frac{1}{t} d t=\log n
$$

by comparing with the area of the large rectangles (including the lightly shaded parts). Taken together, this yields

$$
\log n+\frac{1}{n}<H_{n}<\log n+1
$$

In particular, $\lim _{n \rightarrow \infty} H_{n} \rightarrow \infty$, and the order of growth of $H_{n}$ is given by $\lim _{n \rightarrow \infty} \frac{I_{n}}{\log n}=1$. But much better estimates are known (see [2]), such as

$$
I_{n}=\log n+\gamma+\frac{1}{2 n}-\frac{1}{12 n^{2}}+\frac{1}{120 n^{4}}+O\left(\frac{1}{n^{6}}\right)
$$

where $\gamma \approx 0.5772$ is "Euler's constant."

## Estimating factorials - Stirling's formula

The same method applied to

$$
\log (n!)=\log 2+\log 3+\ldots+\log n=\sum_{k=2}^{n} \log k
$$

yields

$$
\log ((n-1)!)<\int_{1}^{n} \log t d t<\log (n!)
$$

where the integral is easily computed:

$$
\int_{1}^{n} \log t d t=[t \log t-t]_{1}^{n}=n \log n-n+1
$$

Thus we get a lower estimate on $n$ !

$$
n!>e^{n \log n-n+1}=e\left(\frac{n}{e}\right)^{n}
$$

and at the same time an upper estimate

$$
n!=n(n-1)!<n e^{n \log n-n+1}=\operatorname{en}\left(\frac{n}{e}\right)^{n} .
$$

Here a more careful analysis is needed to get the asymptotics of $n!$, as given by Stirling's formula

$$
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}
$$

And again there are more precise versions available, such as

$$
n!=\sqrt{2 \pi n}\left(\frac{n}{\epsilon}\right)^{n}\left(1+\frac{1}{12 n}+\frac{1}{288 n^{2}} \cdots \frac{139}{5140 n^{3}}+O\left(\frac{1}{n^{4}}\right)\right) .
$$

## Estimating binomial coefficients

Just from the definition of the binomial coefficients $\binom{n}{k}$ as the number of $k$-subsets of an $n$-set, we know that the sequence $\binom{n}{0},\binom{n}{1}, \ldots,\binom{n}{n}$ of binomial coefficients

Here $O\left(\frac{1}{n^{5}}\right)$ denotes a function $f(n)$ such that $f(n) \leq c \frac{1}{n^{6}}$ holds for some constant $c$.

- sums to $\sum_{k=0}^{n}\binom{n}{k}=2^{n}$


Pascal's triangle

- is symmetric: $\binom{n}{k}=\binom{n}{n-k}$.

From the functional equation $\binom{n}{k}=\frac{n-k+1}{k}\binom{n}{k-1}$ one easily finds that for every $n$ the binomial coefficients $\binom{n}{k}$ form a sequence that is symmetric and unimodal: it increases towards the middle, so that the middle binomial coefficients are the largest ones in the sequence:

$$
1=\binom{n}{0}<\binom{n}{1}<\ldots<\binom{n}{\lfloor n / 2\rfloor}=\binom{n}{\lceil n / 2\rceil}>\ldots>\binom{n}{n-1}>\binom{n}{n}=1 .
$$

Here $\lfloor x\rfloor$ resp. $\lceil x\rceil$ denotes the number $x$ rounded down resp. rounded up to the nearest integer.
From the asymptotic formulas for the factorials mentioned above one can obtain very precise estimates for the sizes of binomial coefficients. However, we will only need very weak and simple estimates in this book, such as the following: $\binom{n}{k} \leq 2^{n}$ for all $k$, while for $n \geq 2$ we have

$$
\binom{n}{\lfloor n / 2\rfloor} \geq \frac{2^{n}}{n}
$$

with equality only for $n=2$. In particular, for $n \geq 1$,

$$
\binom{2 n}{n} \geq \frac{4^{n}}{2 n}
$$

This holds since $\binom{n}{\lfloor n / 2\rfloor}$, a middle binomial coefficient, is the largest entry in the sequence $\binom{n}{0}+\binom{n}{n},\binom{n}{1},\binom{n}{2}, \ldots,\binom{n}{n-1}$, whose sum is $2^{n}$, and whose average is thus $\frac{2^{n}}{n}$.
On the other hand, we note the upper bound for binomial coefficients

$$
\binom{n}{k}=\frac{n(n-1) \cdots(n-k+1)}{k!} \leq \frac{n^{k}}{k!} \leq \frac{n^{k}}{2^{k-1}}
$$

which is a reasonably good estimate for the "small" binomial coefficients at the tails of the sequence, when $n$ is large (compared to $k$ ).
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## Binomial coefficients are (almost) never powers

There is an epilogue to Bertrand's postulate which leads to a beautiful result on binomial coefficients. In 1892 Sylvester strengthened Bertrand's postulate in the following way:

$$
\text { If } n \geq 2 k, \text { then at least one of the numbers } n, n-1, \ldots, n-k+1
$$

has a prime divisor $p$ greater than $k$.
Note that for $n=2 k$ we obtain precisely Bertrand's postulate. In 1934, Erdôs gave a short and elementary Book Proof of Sylvester's result, running along the lines of his proof of Bertrand's postulate. There is an equivalent way of stating Sylvester's theorem:

The binomial coefficient

$$
\binom{n}{k}=\frac{n(n-1) \cdots(n-k+1)}{k!} \quad(n \geq 2 k)
$$

always has a prime factor $p>k$.
With this observation in mind, we turn to another one of Erdős' jewels. When is $\binom{n}{k}$ equal to a power $m^{\ell}$ ? It is easy to see that there are infinitely many solutions for $k=\ell=2$, that is, of the equation $\binom{n}{2}=m^{2}$. Indeed, if $\binom{n}{2}$ is a square, then so is $\binom{(2 n-1)^{2}}{2}$. To see this, set $n(n-1)=2 m^{2}$. It follows that

$$
(2 n-1)^{2}\left((2 n-1)^{2}-1\right)=(2 n-1)^{2} 4 n(n-1)=2(2 m(2 n-1))^{2}
$$

and hence

$$
\binom{(2 n-1)^{2}}{2}=(2 m(2 n-1))^{2}
$$

Beginning with $\binom{9}{2}=6^{2}$ we thus obtain infinitely many solutions - the next one is $\binom{289}{2}=204^{2}$. However, this does not yield all solutions. For example, $\binom{50}{2}=35^{2}$ starts another series, as does $\binom{1682}{2}=1189^{2}$. For $k=3$ it is known that $\binom{n}{3}=m^{2}$ has the unique solution $n=50, m=140$. But now we are at the end of the line. For $k \geq 4$ and any $\ell \geq 2$ no solutions exist, and this is what Erdős proved by an ingenious argument.

Theorem. The equation $\binom{n}{k}=m^{\ell}$ has no integer solutions with $\ell \geq 2$ and $4 \leq k \leq n-4$.
$\binom{50}{3}=140^{2}$
is the only solution for $k=3, \ell=2$

- Proof. Note first that we may assume $n \geq 2 k$ because of $\binom{n}{k}=\binom{n}{n-k}$. Suppose the theorem is false, and that $\binom{n}{k}=m^{\ell}$. The proof, by contradiction, proceeds in the following four steps.
(1) By Sylvester's theorem, there is a prime factor $p$ of $\binom{n}{k}$ greater than $k$, hence $p^{\ell}$ divides $n(n-1) \cdots(n-k+1)$. Clearly, only one of the factors $n-i$ can be a multiple of $p$ (because of $p>k$ ), and we conclude $p^{\ell} \mid n-i$, and therefore

$$
n \geq p^{\ell}>k^{\ell} \geq k^{2}
$$

(2) Consider any factor $n-j$ of the numerator and write it in the form $n-j=a_{j} m_{j}^{\ell}$, where $a_{j}$ is not divisible by any nontrivial $\ell$-th power. We note by (1) that $a_{j}$ has only prime divisors less than or equal to $k$. We want to show next that $a_{i} \neq a_{j}$ for $i \neq j$. Assume to the contrary that $a_{i}=a_{j}$ for some $i<j$. Then $m_{i} \geq m_{j}+1$ and

$$
\begin{aligned}
k & >(n-i)-(n-j)=a_{j}\left(m_{i}^{\ell}-m_{j}^{\ell}\right) \geq a_{j}\left(\left(m_{j}+1\right)^{\ell}-m_{j}^{\ell}\right) \\
& >a_{j} \ell m_{j}^{\ell-1} \geq \ell\left(a_{j} m_{j}^{\ell}\right)^{1 / 2} \geq \ell(n-k+1)^{1 / 2} \\
& \geq \ell\left(\frac{n}{2}+1\right)^{1 / 2}>n^{1 / 2}
\end{aligned}
$$

which contradicts $n>k^{2}$ from above.
(3) Next we prove that the $a_{i}$ 's are the integers $1,2, \ldots, k$ in some order. (According to Erdốs, this is the crux of the proof.) Since we already know that they are all distinct, it suffices to prove that

$$
a_{0} a_{1} \cdots a_{k-1} \text { divides } k!
$$

Substituting $n-j=a_{j} m_{j}^{\ell}$ into the equation $\binom{n}{k}=m^{\ell}$, we obtain

$$
a_{0} a_{1} \cdots a_{k-1}\left(m_{0} m_{1} \cdots m_{k-1}\right)^{\ell}=k!m^{\ell}
$$

Cancelling the common factors of $m_{0} \cdots m_{k-1}$ and $m$ yiclds

$$
a_{0} a_{1} \cdots a_{k-1} u^{\ell}=k!v^{\ell}
$$

with $\operatorname{gcd}(u, v)=1$. It remains to show that $v-1$. If not, then $v$ contains a prime divisor $p$. Since $\operatorname{gcd}(u, v)=1, p$ must be a prime divisor of $a_{0} a_{1} \cdots a_{k-1}$ and hence is less than or cqual to $k$. By the theorem of Legendre (see page 8) we know that $k!$ contains $p$ to the power $\sum_{i \geq 1}\left\lfloor\frac{k}{p^{i}}\right\rfloor$. We now estimate the exponent of $p$ in $n(n-1) \cdots(n-k+1)$. Let $i$ be a positive integer, and let $b_{1}<b_{2}<\ldots<b_{s}$ be the multiples of $p^{i}$ among $n, n-1, \ldots, n-k+1$. Then $b_{s}=b_{1}+(s-1) p^{i}$ and hence

$$
(s-1) p^{i}=b_{s}-b_{1} \leq n-(n-k+1)=k-1
$$

which implies

$$
s \leq\left\lfloor\frac{k-1}{p^{i}}\right\rfloor+1 \leq\left\lfloor\frac{k}{p^{i}}\right\rfloor+1 .
$$

So for each $i$ the numher of multiples of $p^{i}$ among $n, \ldots, n-k+1$, and hence among the $\alpha_{j}$ 's, is bounded by $\left\lfloor\frac{k}{p^{i}}\right\rfloor+1$. This implies that the exponent of $p$ in $a_{0} a_{1} \cdots a_{k-1}$ is at most

$$
\sum_{i=1}^{\ell-1}\left(\left\lfloor\frac{k}{p^{i}}\right\rfloor+1\right)
$$

with the reasoning that we used for Legendre's theorem in Chapter 2. The only difference is that this time the sum stops at $i=\ell-1$, since the $a_{j}$ 's contain no $\ell$-th powers.
Taking hoth counts together, we find that the exponent of $p$ in $v^{k}$ is at most

$$
\sum_{i=1}^{\ell-1}\left(\left\lfloor\frac{k}{p^{i}}\right\rfloor+1\right)-\sum_{i \geq 1}\left\lfloor\frac{k}{p^{i}}\right\rfloor \leq \ell-1
$$

and we have our desired contradiction, since $v^{\ell}$ is an $\ell$-th power.
This suffices already to settle the case $\ell=2$. Indeed, since $k \geq 4$ one of the $a_{i}$ 's must be equal to 4 , but the $a_{i}$ 's contain no squares. So let us now assume that $\ell \geq 3$.
(4) Since $k \geq 4$, we must have $a_{i_{1}}=1, a_{i_{2}}=2, a_{i_{3}}=4$ for some $i_{1}, i_{2}, i_{3}$, that is,

$$
n-i_{1}=m_{1}^{\ell}, \quad n-i_{2}=2 m_{2}^{\ell}, \quad n-i_{3}=4 m_{3}^{\ell}
$$

We claim that $\left(n-i_{2}\right)^{2} \neq\left(n-i_{1}\right)\left(n-i_{3}\right)$. If not, put $b=n-i_{2}$ and $n-i_{1}=b-x, n-i_{3}=b+y$, where $0<|x| \cdot|y|<k$. Hence

$$
b^{2}=(b-x)(b+y) \quad \text { ог } \quad(y-x) b=x y
$$

where $x=y$ is plainly impossible. Now we have by part (1)

$$
|x y|=b|y-x| \geq b>n-k>(k-1)^{2} \geq|x y|,
$$

which is absurd.
So we have $m_{2}^{2} \neq m_{\mathrm{I}} m_{3}$, where we assume $m_{2}^{2}>m_{1} m_{3}$ (the other case being analogous), and proceed to our last chains of inequalities. We obtain

$$
\begin{aligned}
2(k-1) n & >n^{2}-(n-k+1)^{2}>\left(n-i_{2}\right)^{2}-\left(n-i_{1}\right)\left(n-i_{3}\right) \\
& =4\left[m_{2}^{2 \ell}-\left(m_{1} m_{3}\right)^{\ell}\right] \geq 4\left[\left(m_{1} m_{3}+1\right)^{\ell}-\left(m_{1} m_{3}\right)^{\ell}\right] \\
& \geq 4 \ell m_{1}^{\ell-1} m_{3}^{\ell-1} .
\end{aligned}
$$

Since $\ell \geq 3$ and $n>k^{\ell} \geq k^{3}>6 k$, this yields

$$
\begin{aligned}
2(k-1) n m_{1} m_{3} & >4 \ell m_{1}^{\ell} m_{3}^{\ell}=\ell\left(n-i_{1}\right)\left(n-i_{3}\right) \\
& >\ell(n-k+1)^{2}>3\left(n-\frac{n}{6}\right)^{2}>2 n^{2}
\end{aligned}
$$

We see that our analysis so far agrees with $\binom{50}{3}=140^{2}$, as

$$
\begin{gathered}
50=2 \cdot 5^{2} \\
49=1 \cdot 7^{2} \\
48=3 \cdot 4^{2} \\
\text { and } 5 \cdot 7 \cdot 4=140 .
\end{gathered}
$$

Now since $m_{i} \leq n^{1 / \ell} \leq n^{1 / 3}$ we finally obtain

$$
k n^{2 / 3} \geq k m_{1} m_{3}>(k-1) m_{1} m_{3}>n
$$

or $k^{3}>n$. With this contradiction, the proof is complete.
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## Representing numbers as sums of two squares

## Chapter 4

$\stackrel{*}{r}$
Which numbers can be written as sums of two squares?

This question is as old as number theory, and its solution is a classic in the field. The "hard"' part of the solution is to see that every prime number of the form $4 r r+1$ is a sum of two squares. G. H. Hardy writes that this two square theorem of Fermat "is ranked, very justly, as one of the fincst in arithmetic." Nevertheless, one of our Book Proofs below is quite recent.

Let's start with some "warm-ups." First, we need to distinguish between the prime $p=2$, the primes of the form $p=4 m+1$, and the primes of the form $p=4 m+3$. Every prime number belongs to exactly one of these three classes. At this point we may note (using a method "à la Euclid") that there are infinitely many primes of the form $4 m+3$. In fact, if there were only finitely many, then we could take $p_{k}$ to be the largest prime of this form. Setting

$$
N_{k}:=2^{2} \cdot 3 \cdot 5 \cdots p_{k}-1
$$

(where $p_{1}=2, p_{2}=3, p_{3}=5, \ldots$ denotes the sequence of all primes), we find that $N_{k}$ is congruent to $3(\bmod 4)$, so it must have a prime factor of the form $4 m+3$, and this prime factor is larger than $p_{k}$ - contradiction. At the end of this chapter we will also derive that there are infinitely many primes of the other kind, $p=4 m+1$.
Our first lemma is a special case of the famous "law of reciprocity": It characterizes the primes for which -1 is a square in the field $\mathbb{Z}_{T}$ (which is reviewed in the box on the next page).

Lemma 1. For primes $p=4 m+1$ the equation $s^{2} \equiv-1(\bmod p)$ has two solutions $s \in\{1,2, \ldots, p-1\}$, for $p=2$ there is one such solution, while for primes of the form $p=4 m+3$ there is no solution.

Proof. For $p=2$ take $s=1$. For odd $p$, we construct the equivalence relation on $\{1,2, \ldots, p-1\}$ that is generated by identifying every element with its additive inverse and with its multiplicative inverse in $\mathbb{Z}_{p}$. Thus the "general" equivalence classes will contain four elements

$$
\{x,-x, \bar{x},-\bar{x}\}
$$

since such a 4 -element set contains both inverses for all its elements. However, there are smaller equivalence classes if some of the four numbers are not distinct:


Pierre de Fermat

For $p=11$ the partition is $\{1,10\}:\{2,9,6,5\},\{3,8,4,7\}$;
for $p=13$ it is
$\{1,12\},\{2,11,7,6\},\{3,10,9,4\}$, $\{5,8\}$ : the pair $\{5,8\}$ yields the two solutions of $s^{2} \equiv-1 \bmod 13$.

- $x \equiv-x$ is impossible for odd $p$.
- $x \equiv \bar{x}$ is equivalent to $x^{2} \equiv 1$. This has two solutions, namely $x=1$ and $x=p-1$. leading to the equivalence class $\{1, p-1\}$ of size 2 .
- $x \equiv-\bar{x}$ is equivalent to $x^{2} \equiv-1$. This equation may have no solution or two distinct solutions $x_{0}, p-x_{0}$ : in this case the equivalence class is $\left\{x_{0}, p-x_{0}\right\}$.

The set $\{1,2, \ldots, p-1\}$ has $p-1$ elements, and we have partitioned it into quadruples (equivalence classes of size 4), plus one or two pairs (equivalence classes of size 2 ). For $p-1=4 m+2$ we find that there is only the one pair $\{1, p-1\}$, the rest is quadruples, and thus $s^{2} \equiv-1(\bmod p)$ has no solution. For $p-1=4 m$ there has to be the second pair, and this contains the two solutions of $s^{2} \equiv-1$ that we were looking for.

## Prime fields

If $p$ is a prime, then the set $\mathbb{Z}_{p}=\{0,1, \ldots, p-1\}$ with addition and multiplication defined "modulo $p$ " forms a finite field. We will need the following simple properties:

- For $x \in \mathbb{Z}_{p}, x \neq 0$, the additive inverse (for which we usually write $-x)$ is given by $p-x \in\{1,2, \ldots, p-1\}$. If $p>2$, then $x$ and $-x$ are different elements of $\mathbb{Z}_{p}$.
- Each $x \in \mathbb{Z}_{p} \backslash\{0\}$ has a unique multiplicative inverse $\bar{x} \in \mathbb{Z}_{p} \backslash\{0\}$, with $x \bar{x} \equiv 1(\bmod p)$.
The definition of primes implies that the map $\mathbb{Z}_{p} \rightarrow \mathbb{Z}_{p}, z \mapsto x z$ is injective for $x \neq 0$. Thus on the finite set $\mathbb{Z}_{p} \backslash\{0\}$ it must be surjective as well, and hence for each $x$ there is a unique $\bar{x} \neq 0$ with $x \bar{x} \equiv 1(\bmod p)$.
- The squares $\left(0^{2}, 1^{2}, 2^{2}, \ldots, h^{2}\right.$ define different elements of $\mathbb{Z}_{p}$, for $h=\left\lfloor\frac{p}{2}\right\rfloor$.
This is since $x^{2} \equiv y^{2}$, or $(x+y)(x-y) \equiv 0$, implies that $x \equiv y$ or that $x \equiv-y$. The $1+\left\lfloor\frac{p}{2}\right\rfloor$ elements $0^{2}, 1^{2}, \ldots, h^{2}$ are called the squares in $\mathbb{Z}_{p}$.

At this point, let us note "on the fly" that for all primes there are solutions for $x^{2}+y^{2} \equiv-1(\bmod p)$. In fact, there are $\left\lfloor\frac{p}{2}\right\rfloor+1$ distinct squares $x^{2}$ in $\mathbb{Z}_{p}$, and there are $\left\lfloor\frac{p}{2}\right\rfloor+1$ distinct numbers of the form $-\left(1+y^{2}\right)$. These two sets of numbers are too large to be disjoint, since $\mathbb{Z}_{p}$ has only $p$ elements, and thus there must exist $x$ and $y$ with $x^{2} \equiv-\left(1+y^{2}\right)(\bmod p)$.
Lemma 2. No number $n=4 m+3$ is a sum of two squares.

- Proof. The square of any even number is $(2 k)^{2}=4 k^{2} \equiv 0(\bmod 4)$, while squares of odd numbers yield $(2 k+1)^{2}=4\left(k^{2}+k\right)+1 \equiv 1(\bmod 4)$. Thus any sum of two squares is congruent to 0,1 or $2(\bmod 4)$.

This is enough evidence for us that the primes $p=4 m+3$ are "bad." Thus, we proceed with "good" properties for primes of the form $p=4 m+1$. On the way to the main theorem, the following is the key step.
Proposition. Every prime of the form $p=4 m+1$ is a sum of two squares, that is, it can be written as $p=x^{2}+y^{2}$ for some natural numbers $x, y \in \mathbb{N}$. We shall present here two proofs of this result -- hoth of them elegant and suprising. The first proof features a striking application of the "pigeonhole principle" (which we have already used "on the fly" before Lemma 2; see Chapter 22 for more), as well as a clever move to arguments "modulo $p$ " and back. The idea is due to the Norwegian number theorist Axel Thue.

- Proof. Consider the pairs $\left(x^{\prime}, y^{\prime}\right)$ of integers with $0 \leq x^{\prime}, y^{\prime} \leq \sqrt{p}$, that is, $x^{\prime}, y^{\prime} \in\{0,1, \ldots,\lfloor\sqrt{p}\rfloor\}$. There are $(\lfloor\sqrt{p}\rfloor+1)^{2}$ such pairs. Using the estimate $\lfloor x\rfloor+1>x$ for $x=\sqrt{p}$, we see that we have more than $p$ such pairs of integers. Thus for any $s \in \mathbb{Z}$, it is impossible that all the values $x^{\prime}-s y^{\prime}$ produced by the pairs $\left(x^{\prime}, y^{\prime}\right)$ are distinct modulo $p$. That is, for every $s$ there are two distinct pairs

$$
\left(x^{\prime}, y^{\prime}\right),\left(x^{\prime \prime}, y^{\prime \prime}\right) \in\{0,1, \ldots,\lfloor\sqrt{p}\rfloor\}^{2}
$$

with

$$
x^{\prime}-s y^{\prime} \equiv x^{\prime \prime}-s y^{\prime \prime}(\bmod p)
$$

Now we take differences: We have $x^{\prime}-x^{\prime \prime} \equiv s\left(y^{\prime}-y^{\prime \prime}\right)(\bmod p)$. Thus if we define

$$
x:=\left|x^{\prime}-x^{\prime \prime}\right|, \quad y:=\left|y^{\prime}-y^{\prime \prime}\right|
$$

then we get

$$
(x, y) \in\{0,1, \ldots,\lfloor\sqrt{p}\rfloor\}^{2} \quad \text { with } \quad x \equiv \pm s y(\bmod p) .
$$

Also we know that not both $x$ and $y$ can be zero, because the pairs $\left(x^{\prime}, y^{\prime}\right)$ and ( $x^{\prime \prime}, y^{\prime \prime}$ ) are distinct.
Now let $s$ be a solution of $s^{2}=-1(\bmod p)$, which exists by Lemma 1 . Then $x^{2} \equiv s^{2} y^{2} \equiv-y^{2}(\bmod p)$, and so we have produced

$$
(x, y) \in \mathbb{Z}^{2} \quad \text { with } \quad 0<x^{2}+y^{2}<2 p \quad \text { and } \quad x^{2}+y^{2} \equiv 0(\bmod p)
$$

But $p$ is the only number between 0 and $2 p$ that is divisible by $p$. Thus $x^{2}+y^{2}=p$ : done!

Our second proof for the proposition - also clearly a Book Proof was discovered by Roger Heath-Brown in 1971 and appeared in 1984. (A condensed "one-sentence version" was given by Don Zagier.) It is so elementary that we don't even need to use Lemma 1.
Heath-Brown's argument features three linear involutions: a quite obvious one, a hidden one, and a trivial one that gives "the final hlow." The second, unexpected, involution corresponds to some hidden structure on the set of integral solutions of the equation $4 x y+z^{2}=p$.

For $p=13,\lfloor\sqrt{p}\rfloor=3$ we consider $x^{\prime}, y^{\prime} \in\{0,1,2,3\}$. For $s=5$, the sum $x^{\prime}-s y^{\prime}(\bmod 13)$ assumes the following values:

| $y^{\prime}$ |  | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| $x^{\prime}$ | 3 |  |  |  |
| 0 | 0 | 8 | 3 | 11 |
| 1 | 1 | 9 | 4 | 12 |
| 2 | 2 | 10 | 5 | 0 |
| 3 | 3 | 11 | 6 | 1 |



Proof. We study the set

$$
S:=\left\{(x, y, z) \in \mathbb{Z}^{3}: 4 x y+z^{2}=p, \quad x>0, \quad y>0\right\} .
$$

This set is finite. Indeed, $x \geq 1$ and $y \geq 1$ implies $y \leq \frac{p}{4}$ and $x \leq \frac{p}{4}$. So there are only finitely many possible values for $x$ and $y$, and given $x$ and $y$, there are at most two values for $z$.

1. The first linear involution is given by

$$
\int: S \longrightarrow S, \quad(x, y, z) \longmapsto(y, x,-z)
$$

that is, "interchange $x$ and $y$, and negate $z$." This clearly maps $S$ to itself, and it is an involution: Applied twice, it yields the identity. Also, $f$ has no fixed points, since $z=0$ would imply $p=4 x y$, which is impossible. Furthermore, $f$ maps the solutions in

$$
T:=\{(x, y, z) \in S: z>0\}
$$

to the solutions in $S \backslash T$, which satisfy $z<0$. Also, $f$ reverses the signs of $x-y$ and of $z$, so it maps the solutions in

$$
U:=\{(x, y, z) \in S:(x-y)+z>0\}
$$

to the solutions in $S \backslash U$. For this we have to see that there is no solution with $(x-y)+z=0$, but there is none since this would give $p=4 x y+z^{2}=$ $4 x y+(x-y)^{2}=(x+y)^{2}$.
What do we get from the study of $\int$ ? The main observation is that since $\int$ maps the sets $T$ and $U$ to their complements, it also interchanges the elements in $T \backslash U$ with these in $U \backslash T$. That is, there is the same number of solutions in $U$ that are not in $T$ as there are solutions in $T$ that are not in $U$ - so $T$ and $U$ have the same cardinality.
2. The second involution that we study is an involution on the set $U$ :

$$
g: U \longrightarrow U, \quad(x, y, z) \longmapsto(x-y+z, y, 2 y-z)
$$

First we check that indeed this is a well-defined map: If $(x, y, z) \in U$, then $x-y+z>0, y>0$ and $4(x-y+z) y+(2 y-z)^{2}=4 x y+z^{2}$, so $g(x, y, z) \in S$. By $(x-y+z)-y+(2 y-z)=x>0$ we find that indeed $g(x, y, z) \in U$.
Also $y$ is an involution: $y(x, y, z)=(x-y+z, y, 2 y-z)$ is mapped by $g$ to $((x-y+z)-y+(2 y-z), y, 2 y-(2 y-z))=(x, y, z)$.
And finally: $g$ has exactly one fixed point:

$$
(x, y, z)=g(x, y, z)=(x-y+z, y, 2 y-z)
$$

holds exactly if $y=z$ : But then $p=4 x y+y^{2}=(4 x+y) y$, which holds only for $y=1=z$, and $x=\frac{p-1}{4}$.
But if $g$ is an involution on $U$ that has exactly one fixed point, then the cardinality of $U$ is odd.
3. The third, trivial, involution that we study is the involution on $T$ that interchanges $x$ and $y$ :

$$
h: T \longrightarrow T, \quad(x, y, z) \longmapsto(y, x, z) .
$$

This map is clearly well-defined, and an involution. We combine now our knowledge derived from the other two involutions: The cardinality of $T$ is equal to the cardinality of $U$, which is odd. But if $h$ is an involution on a finite set of odd cardinality, then it has a fixed point: There is a point $(x, y, z) \in T$ with $x=y$, that is, a solution of

$$
p=4 x^{2}+z^{2}=(2 x)^{2}+z^{2}
$$

Note that this proof yields more - the number of representations of $p$ in the form $p=x^{2}+(2 y)^{2}$ is odd for all primes of the form $p=4 m+1$. (The representation is actually unique, see [3].) Also note that both proofs are not effective: Try to find $x$ and $y$ for a ten digit prime! Efficient ways to find such representations as sums of two squares are discussed in [1] and [7].
The following theorem completely answers the question which started this chapter.
Theorem. A natural number $n$ can be represented as a sum of two squares if and only if every prime factor of the form $p=4 m+3$ appears with an even exponent in the prime decomposition of $n$.

- Proof. Call a number $n$ representable if it is a sum of two squares, that is, if $n=x^{2}+y^{2}$ for some $x, y \in \mathbb{N}_{0}$. The theorem is a consequence of the following five facts.
(1) $1=1^{2}+0^{2}$ and $2=1^{2}+1^{2}$ are representable. Every prime of the form $p=4 m+1$ is representable.
(2) The product of any two representable numbers $n_{1}=x_{1}^{2}+y_{1}^{2}$ and $n_{2}=$ $x_{2}^{2}+y_{2}^{2}$ is representable: $n_{1} n_{2}=\left(x_{1} x_{2}+y_{1} y_{2}\right)^{2}+\left(x_{1} y_{2}-x_{2} y_{1}\right)^{2}$.
(3) If $n$ is representable, $n=x^{2}+y^{2}$, then also $n z^{2}$ is representable, by $n z^{2}=(x z)^{2}+(y z)^{2}$.

Facts (1), (2) and (3) together yield the "if" part of the theorem.
(4) If $p=4 m+3$ is a prime that divides a representable number $n=$ $x^{2}+y^{2}$, then $p$ divides both $x$ and $y$, and thus $p^{2}$ divides $n$. In fact, if we had $x \not \equiv 0(\bmod p)$, then we could find $\bar{x}$ such that $x \bar{x} \equiv 1(\bmod p)$, multiply the equation $x^{2}+y^{2} \equiv 0$ by $\bar{x}^{2}$, and thus obtain $1+y^{2} \bar{x}^{2}=$ $1+(\bar{x} y)^{2} \equiv 0(\bmod p)$, which is impossible for $p=4 m+3$ by Lemma 1.
(5) If $n$ is representable, and $p=4 m+3$ divides $n$, then $p^{2}$ divides $n$, and $n / p^{2}$ is representable. This follows from (4), and completes the proof.


On a finite set of odd cardinality, every involution has at least one fixed point.

As a corollary, we obtain that there are infinitely many primes of the form $p=4 m+1$. For this, we consider

$$
M_{k}=\left(3 \cdot 5 \cdot 7 \cdots p_{k}\right)^{2}+2^{2}
$$

a number that is congruent to $1(\bmod 4)$. All its prime factors are larger than $p_{k}$, and by fact (4) of the previous proof, it has no prime factors of the form $4 m+3$. Thus $M_{k}$ has a prime factor of the form $4 m+1$ that is larger than $p_{k}$.
Two remarks close our discussion:

- If $a$ and $b$ are two natural numbers that are relatively prime, then there are infinitely many primes of the form $a m+b$ ( $m \in \mathbb{N}$ ) - this is a famous (and difficult) theorem of Dirichlet. More precisely, one can show that the numher of primes $p \leq x$ of the form $p=a m+b$ is described very accurately for large $x$ by the function $\frac{1}{\varphi(a)} \frac{x}{\log x}$, where $\varphi(x)$ denotes the number of $b$ with $1 \leq b<a$ that are relatively prime to $a$. (This is a substantial refinement of the prime numher theorem, which we had discussed on page 10.)
- This means that the primes for fixed $a$ and varying $b$ appear essentially at the same rate. Nevertheless, for example for $a=4$ one can observe a rather subtle, but nevertheless noticable and persistent tendency towards "more" primes of the form $4 m+3$ : If you look for a large random $x$, then chances are that there are more primes $p \leq x$ of the form $p=4 m+3$ than of the form $p=4 m+1$. This effect is known as "Chebyshev's bias"; see Riesel [4] and Rubinstein and Sarnak [5].
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## Every finite division ring is a field

Rings are important structures in modern algebra. If a ring $R$ has a multiplicative unit element 1 and every nonzero element has a multiplicative inverse, then $R$ is called a division ring. So, all that is missing in $R$ from being a field is the commutativity of multiplication. The best-known example of a non-commutative division ring is the ring of quaternions discovered by Hamilton. But, as the chapter title says, every such division ring must of necessity be infinite. If $R$ is finite, then the axioms force the multiplication to be commutative.
This result which is now a classic has caught the imagination of many mathematicians, because, as Herstein writes: "It is so unexpectedly interrelating two seemingly unrelated things, the number of elements in a certain algebraic system and the multiplication of that system."

Theorem. Every finite division ring $R$ is commutative.

This beautiful theorem which is usually attributed to MacLagan Wedderburn has been proved by many people using a variety of different ideas. Wedderburn himself gave three proofs in 1905, and another proof was given by Leonard E. Dickson in the same year. More proofs were later given by Emil Artin, Hans Zassenhaus, Nicolas Bourbaki, and many others. One proof stands out for its simplicity and elegance. It was found by Ernst Witt in 1931 and combines two elementary ideas towards a glorious finish.

Proof. Our first ingredient comes from a blend of linear algebra and basic group theory. For an arbitrary element $s \in R$, let $C_{s}$ be the set $\{x \in R: x s=s x\}$ of elements which commute with $s ; C_{s}$ is called the centralizer of $s$. Clearly, $C_{s}$ contains 0 and 1 and is a sub-division ring of $R$. The center $Z$ is the set of elements which commute with all elements of $R$, thus $Z=\bigcap_{s \in R} C_{s}$. In particular, all elements of $Z$ commute, 0 and 1 are in $Z$, and so $Z$ is a finite field. Let us set $|Z|=q$.
We can regard $R$ and $C_{s}$ as vector spaces over the field $Z$ and deduce that $|R|=q^{n}$, where $n$ is the dimension of the vector space $R$ over $Z$, and similarly $\left|C_{s}\right|=q^{n_{s}}$ for suitable integers $n_{s} \geq 1$.
Now let us assume that $R$ is not a field. This means that for some $s \in R$ the centralizer $C_{s}$ is not all of $R$, or, what is the same, $n_{s}<n$.
On the set $R^{*}:=R \backslash\{0\}$ we consider the relation

$$
r^{\prime} \sim r \quad: \Longleftrightarrow \quad r^{\prime}=x^{-1} r x \text { for some } x \in R^{*}
$$



Ernst Witt

It is easy to check that $\sim$ is an equivalence relation. Let

$$
A_{s}:=\left\{x^{-1} s x: x \in R^{*}\right\}
$$

be the equivalence class containing $s$. We note that $\left|A_{s}\right|=1$ precisely when $s$ is in the center $Z$. So by our assumption, there are classes $A_{s}$ with $\left|\Lambda_{s}\right| \geq 2$. Consider nowv for $s \in R^{*}$ the map $f_{s}: x \longmapsto x{ }^{1} s x$ from $R^{*}$ onto $A_{s}$. For $x, y \in R^{*}$ we find

$$
\begin{aligned}
x^{-1} s x=y^{-1} s y & \Longleftrightarrow\left(y x^{-1}\right) s=s\left(y x^{-1}\right) \\
& \Longleftrightarrow y x^{-1} \in C_{s}^{*} \Longleftrightarrow y \in C_{s}^{*} x,
\end{aligned}
$$

for $C_{s}^{*}:=C_{s} \backslash\{0\}$, where $C_{s}^{*} x=\left\{z x: z \in C_{s}^{*}\right\}$ has size $\left|C_{s}^{*}\right|$. Hence any element $x^{-1} s x$ is the image of precisely $\left|C_{s}^{*}\right|=q^{n_{s}}-1$ elements in $R^{*}$ under the map $f_{s}$, and we deduce $\left|R^{*}\right|=\left|A_{s}\right|\left|C_{s}^{*}\right|$. In particular, we note that

$$
\frac{\left|R^{*}\right|}{\left|C_{s}^{*}\right|}=\frac{q^{n}-1}{q^{n_{s}-1}=\left|A_{s}\right| \quad \text { is an integer for all } s . ~ . ~ . ~}
$$

We know that the equivalence classes partition $R^{*}$. We now group the central elements $Z^{*}$ together and denote by $\Lambda_{1}, \ldots, \Lambda_{t}$ the equivalence classes containing more than one element. By our assumption we know $t \geq 1$. Since $\left|R^{*}\right|=\left|Z^{*}\right|+\sum_{k=1}^{t}\left|A_{k}\right|$, we have proved the so-called class formula

$$
\begin{equation*}
q^{n}-1=q-1+\sum_{k=1}^{t} \frac{q^{n}-1}{q^{n_{k}}-1} \tag{1}
\end{equation*}
$$

where we have $1<\frac{q^{n}-1}{q^{n} k-1} \in \mathbb{N}$ for all $k$.
With (1) we have left abstract algebra and are back to the natural numbers. Next we claim that $q^{n_{k}}-1 \mid q^{n}-1$ implies $n_{k} \mid n$. Indeed, write $n=a n_{k}+r$ with $0 \leq r<n_{k}$, then $q^{n_{k}}-1 \mid q^{a n_{k}+r}-1$ implies

$$
q^{n_{k}}-1 \mid\left(q^{a n_{k}+r}-1\right)-\left(q^{n_{k}}-1\right)=q^{n_{k}}\left(q^{(a \cdot 1) n_{k}+r}-1\right)
$$

and thus $q^{n_{k}}-1 \mid q^{(a-1) n_{k}+r}-1$, since $q^{n_{k}}$ and $q^{n_{k}}-1$ are relatively prime. Continuing in this way we find $q^{n_{k}}-1 \mid q^{r}-1$ with $0 \leq r<n_{k}$, which is only possible for $r=0$, that is, $n_{k} \mid n$. In summary, we note

$$
\begin{equation*}
n_{k} \mid n \quad \text { for all } k \tag{2}
\end{equation*}
$$

Now comes the second ingredient: the complex numbers $\mathbb{C}$. Consider the polynomial $x^{n}-1$. Its roots in $\mathbb{C}$ are called the $n$-th roots of unity. Since $\lambda^{n}=1$, all these roots $\lambda$ have $|\lambda|=1$ and lie therefore on the unit circle of the complex plane. In fact, they are precisely the numbers $\lambda_{k}=e^{\frac{2 k \pi i}{n}}=$ $\cos (2 k \pi / n)+i \sin (2 k \pi / n), 0 \leq k \leq n-1$ (see the box on the next page). Some of the roots $\lambda$ satisfy $\lambda^{d}=1$ for $d<\pi$; for example, the root $\lambda=-1$ satisfies $\lambda^{2}=1$. For a root $\lambda$, let $d$ be the smallest positive exponent with $\lambda^{d}=1$, that is, $d$ is the order of $\lambda$ in the group of the roots of unity. Then $d \mid n$, by Lagrange's theorem ("the order of every element of
a group divides the order of the group" - sec the box in Chapter 1). Note that there are roots of order $n$, such as $\lambda_{1}=e^{\frac{2 \pi i}{n}}$.

## Roots of unity

Any complex number $z=x+i y$ may be written in the "polar" form

$$
z=r e^{i \varphi}=r(\cos \varphi+i \sin \varphi)
$$

where $r=|z|=\sqrt{x^{2}+y^{2}}$ is the distance of $z$ to the origin, and $\varphi$ is the angle measured from the positive $x$-axis. The $n$-th roots of unity are therefore of the form

$$
\lambda_{k}=e^{\frac{2 k \pi i}{n}}=\cos (2 k \pi / n)+i \sin (2 k \pi / n), \quad 0 \leq k \leq n-1,
$$

since for all $k$

$$
\lambda_{k}^{n}=e^{2 k \pi i}=\cos (2 k \pi)+i \sin (2 k \pi)=1
$$

We obtain these roots geometrically hy inscribing a regular $n$-gon into the unit circle. Note that $\lambda_{k}=\zeta^{k}$ for all $k$, where $\zeta=e^{\frac{2 \pi i}{n}}$. Thus the $n$-th roots of unity form a cyclic group $\left\{\zeta, \zeta^{2}, \ldots, \zeta^{n-1}, \zeta^{n}=1\right\}$ of order $n$.

Now we group all roots of order $d$ together and set

$$
\phi_{d}(x):=\prod_{\lambda \text { of order } d}(x-\lambda) .
$$

Note that the definition of $\phi_{d}(x)$ is independent of $n$. Since every root has some order $d$, we conclude that

$$
\begin{equation*}
x^{n}-1=\prod_{d!n} \phi_{d}(x) \tag{3}
\end{equation*}
$$

Here is the crucial observation: The coefficients of the polynomials $\phi_{n}(x)$ are integers (that is, $\phi_{n}(x) \in \mathbb{Z}[x]$ for all $n$ ), where in addition the constant coefficient is either 1 or -1 .
Let us carefully verify this claim. For $n=1$ we have 1 as the only root, and so $\phi_{1}(x)=x \quad 1$. Now we procecd hy induction, where we assume $Q_{d}(x) \in \mathbb{Z}[x]$ for all $d<n$, and that the constant coefficient of $\phi_{d}(x)$ is 1 or -1 . By (3),

$$
\begin{equation*}
x^{n}-1=p(x) \phi_{n}(x) \tag{4}
\end{equation*}
$$

where $p(x)=\sum_{j=0}^{\ell} p_{j} x^{j}, \phi_{n}(x)=\sum_{k=0}^{n-\ell} a_{k} x^{k}$, with $p_{0}=1$ or $p_{0}=-1$.
Since $-1=p_{0} d_{0}$, we see $a_{0} \in\{1,-1\}$. Suppose we already know that $a_{0}, a_{1}, \ldots, a_{k-1} \in \mathbb{Z}$. Computing the coefficient of $x^{k}$ on both sides of (4)
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we find

$$
\sum_{j=0}^{k} p_{j} a_{k-j}=\sum_{j=1}^{k} p_{j} a_{k-j}+p_{0} a_{k} \in \mathbb{Z}
$$

By assumption, all $a_{0}, \ldots, a_{k-1}$ (and all $p_{j}$ ) are in $\mathbb{Z}$. Thus $p_{0} a_{k}$ and hence $a_{k}$ must also be integers, since $p_{0}$ is 1 or -1 .
We are ready for the coup de grâce. Let $n_{k} \mid n$ be one of the numbers appearing in (1). Then

$$
x^{n}-1=\prod_{d \mid n} \phi_{d}(x)=\left(x^{n_{k}}-1\right) \phi_{n}(x) \prod_{d \mid n, d \nmid n_{k}, d \neq n} \phi_{d}(x) .
$$

We conclude that in $\mathbb{Z}$ we have the divisibility relations

$$
\begin{equation*}
\phi_{n}(q) \mid q^{n}-1 \quad \text { and } \quad \phi_{n}(q) \left\lvert\, \frac{q^{n}-1}{q^{n_{k}}-1}\right. \tag{5}
\end{equation*}
$$

Since (5) holds for all $k$, we deduce from the class formula (1)

$$
\phi_{n}(q) \mid q-1
$$

but this cannot be. Why? We know $\phi_{n}(x)=\prod(x-\lambda)$ where $\lambda$ runs through all roots of $x^{n}-1$ of order $n$. Let $\widetilde{\lambda}=a+i b$ be one of those roots. By $n>1$ (because of $R \neq Z$ ) we have $\tilde{\lambda} \neq 1$, which implies that the real part $a$ is smaller than 1 . Now $|\tilde{\lambda}|^{2}=a^{2}+b^{2}=1$, and hence

$$
\begin{aligned}
|q-\widetilde{\lambda}|^{2} & =|q-a-i b|^{2}=(q-a)^{2}+b^{2} \\
& =q^{2}-2 a q+a^{2}+b^{2}=q^{2}-2 a q+1 \\
& \left.>q^{2}-2 q+1 \quad \text { (because of } a<1\right) \\
& =(q-1)^{2}
\end{aligned}
$$

and so $|q-\widetilde{\lambda}|>q-1$ holds for all roots of order $n$. This implies

$$
\left|\phi_{n}(q)\right|=\prod_{\lambda}|q-\lambda|>q-1
$$

which means that $\phi_{n}(q)$ cannot be a divisor of $q-1$, contradiction and end of proof.
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## Some irrational numbers

## Chapter 6

## " $\pi$ is irrational"

This was already conjectured by Aristotle, when he claimed that diameter and circumference of a circle are not commensurable. The first proof of this fundamental fact was given by Johann Heinrich Lambert in 1766. Our Book Proof is due to Ivan Niven, 1947: an extremely elegant one-page proof that needs only elementary calculus. Its idea is powerful, and quite a bit more can be derived from it, as was shown by Iwamoto and Koksma, respectively:

- $\pi^{2}$ is irrational and
- $e^{r}$ is irrational for rational $r \neq 0$.

Niven's method does, however, have its roots and predecessors: It can be traced back to the classical paper by Charles Hermite from 1873 which first established that $e$ is transcendental, that is, that $e$ is not a zero of a polynomial with rational coefficients.
Before we treat $\pi$ we will look at $e$ and its powers, and see that these are irrational. This is much easier, and we thus also follow the historical order in the development of the results.
To start with, it is rather easy to see (as did Fourier in 1815) that $e=$ $\sum_{k \geq 0} \frac{1}{k!}$ is irrational. Indeed, if we had $e=\frac{a}{b}$ for integers $a$ and $b>0$, then we would get

$$
n!b e=n!a
$$

for every $n \geq 0$. But this cannot be true, because on the right-hand side we have an integer, while the left-hand side with
$e=\left(1+\frac{1}{1!}+\frac{1}{2!}+\ldots+\frac{1}{n!}\right)+\left(\frac{1}{(n+1)!}+\frac{1}{(n+2)!}+\frac{1}{(n+3)!}+\ldots\right)$
decomposes into an integral part

$$
b n!\left(1+\frac{1}{1!}+\frac{1}{2!}+\ldots+\frac{1}{n!}\right)
$$

and a second part

$$
b\left(\frac{1}{n+1}+\frac{1}{(n+1)(n+2)}+\frac{1}{(n+1)(n+2)(n+3)}+\ldots\right)
$$



Charles Hermite

$$
\begin{aligned}
e & :=1+\frac{1}{1}+\frac{1}{2}+\frac{1}{6}+\frac{1}{24}+\ldots \\
& =2.718281828 \ldots
\end{aligned}
$$

## Geometric series

For the infinite geometric series

$$
Q=\frac{1}{q}+\frac{1}{q^{2}}+\frac{1}{q^{J}}+\ldots
$$

with $q>1$ we clearly have

$$
q Q=1+\frac{1}{q}+\frac{1}{q^{2}}+\ldots=1+Q
$$

and thus

$$
Q=\frac{1}{q-1}
$$

SUR L'RRATIONNALITE DU NOMBRE $e=2,718 \cdots ;$

FAK J. LIOUVLLLE

On prouve dans les élérenis que le nombre e, hase dos logarithmes népériens, $n^{\prime}$ R pas une valeıtr rationneile. Un devrait, ce me semble, ajouter que la méme méthode proure aussi qué c ne pcut pas être rucine d'une equation du scooud degre a coefficients rationnels, en sorte que lian ne peut pas avoir $a f+\frac{b}{c}=c, a$ etant an entier posstifer $b, c_{\text {, }}$ des entiers positifs ost négariks. En effet, si fon remplace dans cette équation e et ${ }^{\prime}$ ou $e^{-1}$ par leurs développements déduits de celai de $e^{*}$, puis quita maltiplie les deux mambres par ?.a.3.. $n$, an tronver:3 aisément

$$
n+i\left(1+\frac{1}{n+2}+\cdots\right) \pm \frac{b}{n+1}\left(1-1_{n+2}+\ldots\right)=u
$$

$\mu$ étant un entier. On peut toujours faire en sorte que le facteur

$$
\pm \frac{v}{n+1}
$$

solt pobtif; Il suffira ue supposer $n$ pair si $b$ est <o et $n$ implair si $b$ est $>a$; en prenant de plus $n$ tres grand, l'enquation que nows venons d'ecrire conduira des lors à une ahsurditt; car son prensier membre etant exsentiellement positif et trés petit, sera conupris entri o el 1 , et ne pourra pas dtra egal à un entier u. Done, etc.

Liouville's paper
which is approximately $\frac{b}{n}$, so that for large $n$ it certainly cannot be integral: It is larger than $\frac{b}{n+1}$ and smaller than $\frac{b}{n}$, as one can see from a comparison with a geometric series:

$$
\begin{aligned}
\frac{1}{n+1} & <\frac{1}{n+1}+\frac{1}{(n+1)(n+2)}+\frac{1}{(n+1)(n+2)(n+3)}+\ldots \\
& <\frac{1}{n+1}+\frac{1}{(n+1)^{2}}+\frac{1}{(n+1)^{3}}+\ldots=\frac{1}{n}
\end{aligned}
$$

Now one might be led to think that this simple multiply-by- $n$ ! trick is not even sufficient to show that $e^{2}$ is irrational. This is a stronger statement: $\sqrt{2}$ is an example of a number which is irrational, but whose square is not. From John Cosgrave we have learned that with two nice ideas/observations (let's call them "tricks") one can get two steps further nevertheless: Each of the tricks is sufficient to show that $e^{2}$ is irrational, the combination of both of them even yields the same for $\epsilon^{4}$. The first trick may be found in a one page paper by J. Liouville from 1840 - and the second one in a two page "addendum" which Liouville published on the next two joumal pages.

Why is $e^{2}$ irrational? What can we derive from $e^{2}=\frac{a}{b}$ ? According to Liouville we should write this as

$$
b e=a e^{-1},
$$

substitute the series

$$
c=1+\frac{1}{1}+\frac{1}{2}+\frac{1}{6}+\frac{1}{24}+\frac{1}{120}+\ldots
$$

and

$$
e^{-1}=1-\frac{1}{1}+\frac{1}{2}-\frac{1}{6}+\frac{1}{24}-\frac{1}{120} \pm \ldots
$$

and then multiply by $n$ !, for a sufficiently large even $n$. Then we see that $n!b e$ is nearly integral:

$$
n!b\left(1+\frac{1}{1}+\frac{1}{2}+\frac{1}{6}+\ldots+\frac{1}{n!}\right)
$$

is an integer, and the rest

$$
n!b\left(\frac{1}{(n+1)!}+\frac{1}{(n+2)!}+\ldots\right)
$$

is approximately $\frac{b}{n}$ : It is larger than $\frac{b}{n+1}$ but smaller than $\frac{b}{n}$, as we have seen above.
At the same time $n!a e^{-1}$ is nearly integral as well: Again we get a large integral part, and then a rest

$$
(-1)^{n+1} n!a\left(\frac{1}{(n+1)!}-\frac{1}{(n+2)!}+\frac{1}{(n+3)!} \mp \ldots\right)
$$

and this is approximately $(-1)^{n+1} \frac{a}{n}$. More preciscly: for even $n$ the rest is larger than $-\frac{a}{n}$, but smaller than

$$
-a\left(\frac{1}{n+1}-\frac{1}{(n+1)^{2}}-\frac{1}{(n+1)^{3}}-\ldots\right)=-\frac{a}{n+1}\left(1-\frac{1}{n}\right)<0 .
$$

But this cannot be true, since for large even $n$ it would imply that $n!a e^{-1}$ is just a bit smaller than an integer, while $n!b e$ is a bit larger than an integer, so $n!a e^{1}=n!b e$ cannot hold.

In order to show that $e^{4}$ is irrational, we now courageously assume that $c^{4}=\frac{a}{b}$ were rational, and write this as

$$
b e^{2}=a e^{-2}
$$

We could now try to multiply this by $n$ ! for some large $n$, and collect the non-integral summands, but this leads to nothing useful: The sum of the remaining terms on the left-hand side will be approximately $b \frac{2^{n+1}}{n}$, on the right side $(-1)^{n+1} a \frac{2^{n+1}}{n}$, and both will be very large if $n$ gets large.
So one has to examine the situation a bit more carefully, and make two little adjustments to the strategy: First we will not take an arbitrary large $n$, but a large power of two, $n=2^{m}$; and secondly we will not multiply by $n$ !, but by $\frac{n!}{2^{n-1}}$. Then we need a little lemma, a special case of Legendre's theorem (see page 8 ): For any $n \geq 1$ the integer $n$ ! contains the prime factor 2 at most $n-1$ times - with equality if (and only if) $n$ is a power of two, $n=2^{m}$.
This lemma is not hard to show: $\left\lfloor\frac{n}{2}\right\rfloor$ of the factors of $n!$ are even, $\left\lfloor\frac{n}{4}\right\rfloor$ of them are divisible by 4 , and so on. So if $2^{k}$ is the largest power of two which satisfies $2^{k} \leq n$, then $n$ ! contains the prime factor 2 exactly

$$
\left\lfloor\frac{n}{2}\right\rfloor+\left\lfloor\frac{n}{4}\right\rfloor+\ldots+\left\lfloor\frac{n}{2^{k}}\right\rfloor \leq \frac{n}{2}+\frac{n}{4}+\ldots+\frac{n}{2^{k}}=n\left(1-\frac{1}{2^{k}}\right) \leq n-1
$$

times, with equality in both inequalities exactly if $n=2^{k}$.
Let's get back to $b e^{2}=a e^{-2}$. We are looking at

$$
\begin{equation*}
b \frac{n!}{2^{n-1}} e^{2}=a \frac{n!}{2^{n-1}} e^{-2} \tag{1}
\end{equation*}
$$

and substitute the series

$$
c^{2}=1+\frac{2}{1}+\frac{4}{2}+\frac{8}{6}+\ldots+\frac{2^{r}}{r!}+\ldots
$$

and

$$
e^{-2}=1-\frac{2}{1}+\frac{4}{2}-\frac{8}{6} \pm \ldots+(-1)^{r} \frac{2^{r}}{r!}+\ldots
$$

For $r \leq n$ we get integral summands on both sides, namely

$$
b \frac{n!}{2^{n-1}} \frac{2^{r}}{r!} \quad \text { resp. } \quad(-1)^{r} a \frac{n!}{2^{n-1}} \frac{2^{r}}{r!}
$$

where for $r>0$ the denominator $r$ ! contains the prime factor 2 at most $r-1$ times, while $n$ ! contains it exactly $n-1$ times. (So for $r>0$ the summands are even.)
And since $n$ is even (we assume that $n=2^{m}$ ), the series that we get for $r \geq n+1$ are

$$
2 b\left(\frac{2}{n+1}+\frac{4}{(n+1)(n+2)}+\frac{8}{(n+1)(n+2)(n+3)}+\ldots\right)
$$

resp.

$$
2 a\left(-\frac{2}{n+1}+\frac{4}{(n+1)(n+2)}-\frac{8}{(n+1)(n+2)(n+3)} \pm \ldots\right)
$$

These series will for large $n$ be roughly $\frac{4 b}{n}$ resp. $-\frac{4 a}{n}$, as one sees again by comparison with geometric series. For large $n=2^{m}$ this means that the left-hand side of (1) is a bit larger than an integer, while the right-hand side is $a$ bit smaller - contradiction!

So we know that $e^{4}$ is irrational; to show that $e^{3}, e^{5}$ etc. are irrational as well, we need heavier machinery (that is, a bit of calculus), and a new idea - which essentially goes back to Charles Hermite, and for which the key is hidden in the following simple lemma.
Lemma. For some fixed $n \geq 1$, let

$$
f(x)=\frac{x^{n}(1-x)^{n}}{n!}
$$

(i) The function $f(x)$ is a polynomial of the form $f(x)=\frac{1}{n!} \sum_{i=n}^{2 n} c_{i} x^{i}$, where the coefficients $c_{i}$ are integers.
(ii) For $0<x<1$ we have $0<f(x)<\frac{1}{n!}$.
(iii) The derivatives $f^{(k)}(0)$ and $f^{(k)}(1)$ are integers for all $k \geq 0$.

1 Proof. Parts (i) and (ii) are clear.
For (iii) note that by (i) the $k$-th derivative $f^{(k)}$ vanishes at $x=0$ unless $n \leq k \leq 2 n$, and in this range $f^{(k)}(0)=\frac{k!}{n!} c_{k}$ is an integer. From $f(x)=$ $f(1-x)$ we get $f^{(k)}(x)=(-1)^{k} f^{(k)}(1-x)$ for all $x$, and hence $f^{(k)}(1)=$ $(-1)^{k} f^{(k)}(0)$, which is an integer.

Theorem 1. $e^{r}$ is irrational for every $r \in \mathbb{Q} \backslash\{0\}$.

- Proof. It suffices to show that $e^{s}$ cannot be rational for a positive integer $s$ (if $e^{\frac{y}{t}}$ were rational, then $\left(e^{\frac{y}{t}}\right)^{t}=e^{s}$ would be rational, too). Assume

The estimate $n!>e\left(\frac{n}{e}\right)^{n}$ yields an explicit $n$ that is "large enough." that $e^{s}=\frac{a}{b}$ for integers $a, b>0$, and let $n$ be so large that $n!>a s^{2 n+1}$. Put

$$
F(x):=s^{2 n} f(x)-s^{2 n-1} f^{\prime}(x)+s^{2 n-2} f^{\prime \prime}(x)+\ldots+f^{(2 n)}(x)
$$

where $f(x)$ is the function of the lemma.
$F(x)$ may also be written as an infinite sum

$$
F(x)=s^{2 n} f(x)-s^{2 n-1} f^{\prime}(x)+s^{2 n-2} f^{\prime \prime}(x) \mp \ldots
$$

since the higher derivatives $f^{(k)}(x)$, for $k>2 n$, vanish. From this we see that the polynomial $F(x)$ satisfies the identity

$$
F^{\prime}(x)=-s F(x)+s^{2 n+1} f(x)
$$

Thus differentiation yields

$$
\frac{d}{d x}\left[e^{s x} F(x)\right]=s e^{s x} F(x)+e^{s x} F^{\prime}(x)=s^{2 n-1} e^{s x} f(x)
$$

and hence

$$
N:=b \int_{0}^{1} s^{2 n+1} e^{s x} f(x) d x=b\left[e^{s x} F(x)\right]_{0}^{1}=a F(1)-b F(0)
$$

This is an integer, since part (iii) of the lemma implies that $F(0)$ and $F(1)$ are integers. However, part (ii) of the lemma yields estimates for the size of $N$ from below and from above,

$$
0<N=b \int_{0}^{1} s^{2 n+1} e^{s x} f(x) d x<b s^{2 n+1} \epsilon^{s} \frac{1}{n!}=\frac{a s^{2 n+1}}{n!}<\mathbf{1}
$$

which shows that $N$ cannot be an integer: contradiction.
Now that this trick was so successful, we use it once more.
Theorem 2. $\pi^{2}$ is irrational.

- Proof. Assume that $\pi^{2}=\frac{a}{b}$ for integers $a, b>0$. We now use the polynomial

$$
F(x):=b^{n}\left(\pi^{2 n} f(x)-\pi^{2 n-2} f^{(2)}(x)+\pi^{2 n-4} f^{(4)}(x) \mp \ldots\right)
$$

which satisfies $F^{\prime \prime}(x)=-\pi^{2} F(x)+b^{n} \pi^{2 n+2} f(x)$.
From part (iii) of the lemma we get that $F(0)$ and $F(1)$ are integers. Elementary differentiation rules yield

$$
\begin{aligned}
\frac{d}{d x}\left[F^{\prime}(x) \sin \pi x-\pi F(x) \cos \pi x\right] & =\left(F^{\prime \prime}(x)+\pi^{2} F(x)\right) \sin \pi x \\
& =b^{n} \pi^{2 n+2} f(x) \sin \pi x \\
& =\pi^{2} a^{n \prime} f(x) \sin \pi x
\end{aligned}
$$

and thus we obtain

$$
\begin{aligned}
N:=\pi \int_{0}^{1} a^{n} f(x) \sin \pi x d x & =\left[\frac{1}{\pi} F^{\prime}(x) \sin \pi x-F(x) \cos \pi x\right]_{0}^{1} \\
& =F(0)+F(1)
\end{aligned}
$$

which is an integer. Furthermore $N$ is positive since it is defined as the
$\pi$ is not rational, but it does have "good approximations" by rationals - some of these were known since antiquity:

$$
\begin{array}{cl}
\frac{22}{7} & =3.142857142857 \ldots \\
\frac{355}{113} & =3.141592920353 \ldots \\
\frac{104348}{33215} & =3.141592653921 \ldots \\
\pi & =3.141592653589 \ldots
\end{array}
$$

integral of a function that is positive (except on the boundary). However, if we choose $n$ so large that $\frac{\pi a^{n}}{n!}<1$, then from part (ii) of the lemma we obtain

$$
0<N=\pi \int_{0}^{1} a^{n} f(x) \sin \pi x d x<\frac{\pi a^{n}}{n!}<1
$$

a contradiction.
Here comes our final irrationality result.
Theorem 3. For every odd integer $n \geq 3$, the number

$$
A(n):=\frac{1}{\pi} \arccos \left(\frac{1}{\sqrt{n}}\right)
$$

is irrational.


We will need this result for Hilbert's third problem (see Chapter 8) in the cases $n=3$ and $n=9$. For $n=2$ and $n=4$ we have $A(2)=\frac{1}{4}$ and $A(4)=\frac{1}{3}$, so the restriction to odd integers is essential. These values are easily derived by appealing to the diagram in the margin, in which the statement " $\frac{1}{\pi} \arccos \left(\frac{1}{\sqrt{n}}\right)$ is irrational" is equivalent to saying that the polygonal arc constructed from $\frac{1}{\sqrt{n}}$, all of whose chords have the same length, never closes into itself.
We leave it as an exercise for the reader to show that $A(n)$ is rational only for $n \in\{1,2,4\}$. For that, distinguish the cases when $n=2^{r}$, and when $n$ is not a power of 2 .

Proof. We use the addition theorem

$$
\cos \alpha+\cos \beta=2 \cos \frac{\alpha+\beta}{2} \cos \frac{\alpha-\beta}{2}
$$

from elementary trigonometry, which for $\alpha=(k+1) \varphi$ and $\beta=(k-1) \varphi$ yields

$$
\begin{equation*}
\cos (k+1) \varphi=2 \cos \varphi \cos k \varphi-\cos (k-1) \varphi \tag{2}
\end{equation*}
$$

For the angle $\varphi_{n}=\arccos \left(\frac{1}{\sqrt{n}}\right)$, which is defined by $\cos \varphi_{n}=\frac{1}{\sqrt{\pi}}$ and $0 \leq \psi_{n} \leq \pi$, this yields representations of the form

$$
\operatorname{cosk} \varphi_{n}=\frac{A_{k}}{\sqrt{n}^{k}}
$$

where $A_{k}$ is an integer that is not divisible by $n$, for all $k \geq 0$. In fact, we have such a representation for $k=0,1$ with $A_{0}=A_{1}=1$, and by induction on $k$ using (2) we get for $k \geq 1$

$$
\cos (k+1) p_{n}=2 \frac{1}{\sqrt{n}} \frac{\Lambda_{k}}{\sqrt{n}^{k}}-\frac{A_{k-1}}{\sqrt{n}^{k-1}}=\frac{2 \Lambda_{k}-n \Lambda_{k-1}}{\sqrt{n}^{k+1}} .
$$

Thus we obtain $A_{k+1}=2 A_{k}-n A_{k-1}$. If $n \geq 3$ is odd, and $A_{k}$ is not divisible by $n$, then we find that $A_{k+1}$ cannot be divisible by $n$, either.

Now assume that

$$
A(n)-\frac{1}{\pi} \varphi_{n}=\frac{k}{\ell}
$$

is rational (with integers $k, \ell>0$ ). Then $\ell \varphi_{n}=k \pi$ yields

$$
\pm 1-\cos k \pi=\frac{A_{\ell}}{\sqrt{n}^{\bar{\ell}}}
$$

Thus $\sqrt{n}^{\ell}=\perp A_{\ell}$ is an integer, with $\ell \geq 2$, and hence $n \mid \sqrt{n}^{\ell}$. With $\sqrt{n}{ }^{\epsilon} \mid A_{\ell}$ we find that $n$ divides $A_{\ell}$, a contradiction.
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## Three times $\pi^{2} / 6$

## Chapter 7

We know that the infinite series $\sum_{n \geq 1} \frac{1}{n}$ does not converge. Indeed, in Chapter I we have seen that even the series $\sum_{p \in \mathbb{P}} \frac{1}{p}$ diverges.
However, the sum of the reciprocals of the squares converges (although very slowly, as we will also see), and it produces an interesting value.

1

## Euler's series.

$$
\sum_{n \geq 1} \frac{1}{n^{2}}=\frac{\pi^{2}}{6}
$$

This is a classical, famous and important result by Leonhard Euler from 1734. One of its key interpretations is that it yields the first non-trivial value $\zeta(2)$ of Riemann's zeta function (see the appendix on page 41). This value is itrational, as we have seen in Chapter 6.
But not only the result has a prominent place in mathematics history, there are also a number of extremely elegant and clever proofs that have their history: For some of these the joy of discovery and rediscovery has been shared by many. In this chapter, we present three such proofs.

Proof. The first proof appears as an exercise in William J. LeVeque's number theory textbook from 1956. But he says: "I haven't the slightest idea where that problem came from, but I'm pretty certain that it wasn't original with me."
The proof consists in two different evaluations of the double integral

$$
I:=\int_{0}^{1} \int_{0}^{1} \frac{1}{1-x y} d x d y
$$

For the first one, we expand $\frac{1}{1-x y}$ as a geometric series, decompose the summands as products, and integrate effortlessly:

$$
\begin{aligned}
I & =\int_{0}^{1} \int_{0}^{1} \sum_{n \geq 0}(x y)^{n} d x d y=\sum_{n \geq 0} \int_{0}^{1} \int_{0}^{1} x^{n} y^{n} d x d y \\
& =\sum_{n \geq 0}\left(\int_{0}^{1} x^{n} d x\right)\left(\int_{0}^{1} y^{n} d y\right)=\sum_{n \geq 0} \frac{1}{n+1} \frac{1}{n+1} \\
& =\sum_{n \geq 0} \frac{1}{(n+1)^{2}}=\sum_{n \geq 1}^{1} \frac{1}{n^{2}}=\zeta(2) .
\end{aligned}
$$




This evaluation also shows that the double integral (over a positive function with a pole at $x=y=1$ ) is finite. Note that the computation is also easy and straightforward if we read it backwards - thus the evaluation of $\zeta(2)$ leads one to the double integral $I$.
The second way to evaluate $I$ comes from a change of coordinates: in the new coordinates given by $u:=\frac{y+x}{2}$ and $v:=\frac{y-x}{2}$ the domain of integration is a square of side length $\frac{1}{2} \sqrt{2}$, which we get from the old domain by first rotating it by $45^{\circ}$ and then shrinking it by a factor of $\sqrt{2}$. Substitution of $x=u-v$ and $y=u+v$ yields

$$
\frac{1}{1-x y}=\frac{1}{1-u^{2}+v^{2}}
$$

To transform the integral, we have to replace $d x d y$ by $2 d u d v$, to compensate for the fact that our coordinate transformation reduces areas by a constant factor of 2 (which is the Jacobi determinant of the transformation; see the box on the next page). The new domain of integration, and the function to be integrated, are symmetric with respect to the $u$-axis, so we just need to compute two times (another factor of 2 arises here!) the integral over the upper half domain, which we split into two parts in the most natural way:

$$
I=4 \int_{0}^{1 / 2}\left(\int_{0}^{u} \frac{d v}{1-u^{2}+v^{2}}\right) d u+4 \int_{1 / 2}^{1}\left(\int_{0}^{1-u} \frac{d v}{1-u^{2}+v^{2}}\right) d u .
$$

Using $\int \frac{d x}{a^{2}+x^{2}}=\frac{1}{a} \arctan \frac{x}{a}+C$, this becomes

$$
\begin{aligned}
I= & 4 \int_{0}^{1 / 2} \frac{1}{\sqrt{1-u^{2}}} \arctan \left(\frac{u}{\sqrt{1-u^{2}}}\right) d u \\
& +4 \int_{1 / 2}^{1} \frac{1}{\sqrt{1-u^{2}}} \arctan \left(\frac{1-u}{\sqrt{1-u^{2}}}\right) d u
\end{aligned}
$$

These integrals can be simplified and finally evaluated by substituting $u=$ $\sin \theta$ resp. $u=\cos \theta$. But we proceed more directly, by computing that the derivative of $g(u):=\arctan \left(\frac{u}{\sqrt{1 u^{2}}}\right)$ is $g^{\prime}(u)=\frac{1}{\sqrt{1-u^{2}}}$, while the derivative of $h(u):=\arctan \left(\frac{1-u}{\sqrt{1-u^{2}}}\right)=\arctan \left(\sqrt{\frac{1-u}{1+u}}\right)$ is $h^{\prime}(u)=-\frac{1}{2} \frac{1}{\sqrt{1-u^{2}}}$. So we may use $\int_{a}^{b} f^{\prime}(x) f(x) d x=\left[\frac{1}{2} f(x)^{2}\right]_{a}^{b}=\frac{1}{2} f(b)^{2}-\frac{1}{2} f(a)^{2}$ and get

$$
\begin{aligned}
I & =4 \int_{0}^{1 / 2} g^{\prime}(u) g(u) d u+4 \int_{1 / 2}^{1}-2 h^{\prime}(u) h(u) d u \\
& =2\left[g(u)^{2}\right]_{0}^{1 / 2}-4\left[h(u)^{2}\right]_{1 / 2}^{1} \\
& =2 g\left(\frac{1}{2}\right)^{2}-2 g(0)^{2}-4 h(1)^{2}+4 h\left(\frac{1}{2}\right)^{2} \\
& =2\left(\frac{\pi}{6}\right)^{2}-0-0+4\left(\frac{\pi}{6}\right)^{2}=\frac{\pi^{2}}{6} .
\end{aligned}
$$

This proof extracted the value of Euler's series from an integral via a rather simple coordinate transformation. An ingenious proof of this type - with an entirely non-trivial coordinate transformation - was later discovered by Beukers, Calabi and Kolk. The point of departure for that proof is to split the sum $\sum_{n \geq 1} \frac{1}{n^{2}}$ into the even terms and the odd terms. Clearly the even terms $\frac{1}{2^{2}}+\frac{1}{4^{2}}+\frac{1}{6^{2}}+\ldots=\sum_{k \geq 1} \frac{1}{(2 k)^{2}}$ sum to $\frac{1}{4} \zeta(2)$, so the odd terms $\frac{1}{1^{2}} \left\lvert\, \frac{1}{3^{2}}+\frac{1}{5^{2}}+\ldots=\sum_{k \geq 0} \frac{1}{(2 k+1)^{2}}\right.$ make up three quarters of the total sum $\zeta(2)$. Thus Euler's series is equivalent to

$$
\sum_{k \geq 0} \frac{1}{(2 k+1)^{2}}=\frac{\pi^{2}}{8}
$$

Proof. As above, we may express this as a double integral, namely

$$
J=\int_{0}^{1} \int_{0}^{1} \frac{1}{1-x^{2} y^{2}} d x d y=\sum_{k>0} \frac{1}{(2 k+1)^{2}}
$$

So we have to compute this integral $J$. And for this Beukers, Calabi and Kolk proposed the new coordinates

$$
u:=\arccos \sqrt{\frac{1-x^{2}}{1-x^{2} y^{2}}} \quad v:=\arccos \sqrt{\frac{1-y^{2}}{1-x^{2} y^{2}}}
$$

To compute the double integral, we may ignore the boundary of the domain, and consider $x, y$ in the range $0<x<1$ and $0<y<1$. Then $u, v$ will lie in the triangle $u>0, v>0, u+v<\pi / 2$. The coordinate transformation can be inverted explicitly, which leads one to the substitution

$$
x=\frac{\sin u}{\cos v} \quad \text { and } \quad y=\frac{\sin v}{\cos u} .
$$

It is easy to check that these formulas define a bijective coordinate transformation between the interior of the unit square $S=\{(x, y): 0 \leq x, y \leq 1\}$ and the interior of the triangle $T=\{(u, v): u, v \geq 0 . u+v \leq \pi / 2\}$.
Now we have to compute the Jacobi determinant of the coordinate transformation, and magically it turns out to be

$$
\operatorname{det}\left(\begin{array}{cc}
\frac{\cos u}{\cos v} & \frac{\sin u \sin v}{\cos 2 v} \\
\frac{\sin u \sin v}{\cos ^{2} u} & \frac{\cos v}{\cos u}
\end{array}\right)-1-\frac{\sin ^{2} u \sin ^{2} v}{\cos ^{2} u \cos ^{2} v}-1-x^{2} y^{2} .
$$

But this means that the integral that we want to compute is transformed into

$$
J=\int_{0}^{\pi / 2} \int_{0}^{\pi / 2-u} 1 d u d v
$$

which is just the area $\frac{1}{2}\left(\frac{\pi}{2}\right)^{2}=\frac{\pi^{2}}{8}$ of the triangle ${ }^{\prime}$.

## The Substitution Formula

To compute a double integral

$$
I=\int_{S} f(x, y) d x d y
$$

we may perform a substitution of variables

$$
x=x(u, v) \quad y=y(u, v)
$$

if the correspondence of $(u, v) \in T$ to $(x, y) \in S$ is bijective and continuously differentiable. Then $I$ equals $\int_{T} f(x(u, v), y(u, v))\left|\frac{d(x, y)}{d(u, v)}\right| d u d v$, where $\frac{d(x, y)}{d(u, v)}$ is the Jacobi determinant:

$$
\frac{d(x, y)}{d(u, v)}=\operatorname{det}\left(\begin{array}{ll}
\frac{d x}{d u} & \frac{d x}{d v} \\
\frac{d y}{d u} & \frac{d y}{d v}
\end{array}\right)
$$




For $m-1,2,3$ this yields
$\cot ^{2} \frac{\pi}{3}=\frac{1}{3}$
$\cot ^{2} \frac{\pi}{5}+\cot ^{2} \frac{2 \pi}{5}=2$
$\cot ^{2} \frac{\pi}{7}+\cot ^{2} \frac{2 \pi}{7}+\cot ^{2} \frac{3 \pi}{7}=5$

Beautiful - even more so, as the same method of proof extends to the computation of $\zeta(2 k)$ in terms of a $2 k$-dimensional integral, for all $k \geq 1$. We refer to the original paper of Beuker, Calabi and Kolk [2], and to Chapter 20, where we'll achieve this on a different path, using the Herglotz trick and Euler's original approach.
After these two proofs via coordinate transformation we can't resist the temptation to present another, entirely different and completely elementary proof for $\sum_{n>1} \frac{1}{n^{2}}=\frac{\pi^{2}}{6}$. It appears in a sequence of exercises in the problem book by the twin brothers Akiva and Isaak Yaglom, whose Russian original edition appeared in 1954. Versions of this beautiful proof were rediscovered and presented by F. Holme (1970), I. Papadimitriou (1973), and by Ransford (1982) who attributed it to John Scholes.

- Proof. The first step is to establish a remarkable relation between values of the (squared) cotangent function. Namely, for all $m \geq 1$ one has

$$
\begin{equation*}
\cot ^{2}\left(\frac{\pi}{2 m-1}\right)+\cot ^{2}\left(\frac{2 \pi}{2 m+1}\right)+\ldots+\cot ^{2}\left(\frac{m \pi}{2 m+1}\right)=\frac{2 m(2 m-1)}{6} \tag{1}
\end{equation*}
$$

To establish this, we start with the relation

$$
\cos n x+i \sin n x=(\cos x+i \sin x)^{n}
$$

and take its imaginary part, which is

$$
\begin{equation*}
\sin n x=\binom{n}{1} \sin x \cos ^{n-1} x-\binom{n}{3} \sin ^{3} x \cos ^{n-3} x \pm \ldots \tag{2}
\end{equation*}
$$

Now we let $n=2 m+1$, while for $x$ we will consider the $m$ different values $x=\frac{r \pi}{2 m+1}$, for $r=1,2, \ldots, m$. For each of these values we have $n x=r \pi$, and thus sin $n x=0$, while $0<x<\frac{\pi}{2}$ implies that for $\sin x$ we get $m$ distinct positive values.
In particular, we can divide (2) by $\sin ^{n} x$, which yields

$$
0=\binom{n}{1} \cot ^{n-1} x-\binom{n}{3} \cot ^{n-3} x \pm \ldots
$$

that is,

$$
0=\binom{2 m-1}{1} \cot ^{2 m} x-\binom{2 m+1}{3} \cot ^{2 m-2} x \pm \ldots
$$

for each of the $m$ distinct values of $x$. Thus for the polynomial of degree $m$

$$
p(t):=\binom{2 m+1}{1} t^{m}-\binom{2 m+1}{3} t^{m-1} \pm \ldots+(-1)^{m}\binom{2 m+1}{2 m+1}
$$

we know $m$ distinct roots

$$
a_{r}=\cot ^{2}\left(\frac{r \pi}{2 m+1}\right) \quad \text { for } \quad r=1,2, \ldots, m
$$

Hence the polynomial coincides with

$$
p(t)=\binom{2 m-1}{1}\left(t-\cot ^{2}\left(\frac{\pi}{2 m+1}\right)\right) \cdot \ldots \cdot\left(t-\cot ^{2}\left(\frac{m \pi}{2 \pi+1}\right)\right)
$$

Comparison of the coefficients of $t^{m-1}$ in $p(t)$ now yields that the sum of the roots is

$$
a_{1}+\ldots+a_{r}=\frac{\binom{2 m+1}{3}}{\binom{2 m+1}{1}}=\frac{2 m(2 m-1)}{6}
$$

which proves (1).
We also need a sccond identity, of the same type,

$$
\begin{equation*}
\csc ^{2}\left(\frac{\pi}{2 m+1}\right)+\csc ^{2}\left(\frac{2 \pi}{2 m+1}\right)+\ldots+\csc ^{2}\left(\frac{m \pi}{2 m+1}\right)=\frac{2 m(2 m+2)}{6} \tag{3}
\end{equation*}
$$

for the cosecant function $\csc x=\frac{1}{\sin x}$. But

$$
\csc ^{2} x=\frac{1}{\sin ^{2} x}=\frac{\cos ^{2} x+\sin ^{2} x}{\sin ^{2} x}=\cot ^{2} x+1
$$

so we can derive (3) from (1) by adding $m$ to both sides of the equation. Now the stage is set, and everything falls into place. We use that in the range $0<y<\frac{\pi}{2}$ we have

$$
0<\sin y<y<\tan y
$$

and thus

$$
0<\cot y<\frac{1}{y}<\csc y
$$

which implies

$$
\cot ^{2} y<\frac{1}{y^{2}}<\csc ^{2} y
$$

Now we take this double inequality, apply it to each of the $m$ distinct values of $x$, and add the results. Using (1) for the left-hand side, and (3) for the right-hand side, we obtain

$$
\frac{2 m(2 m-1)}{6}<\left(\frac{2 m+1}{\pi}\right)^{2}+\left(\frac{2 m+1}{2 \pi}\right)^{2}+\ldots+\left(\frac{2 m+1}{m \pi}\right)^{2}<\frac{2 m(2 m+2)}{6}
$$

that is,

$$
\frac{\pi^{2}}{6} \frac{2 m}{2 m+1} \frac{2 m-1}{2 m+1}<\frac{1}{1^{2}}+\frac{1}{2^{2}}+\ldots+\frac{1}{m n^{2}}<\frac{\pi^{2}}{6} \frac{2 m}{2 m+1} \frac{2 m+2}{2 m+1} .
$$

Both the left-hand and the right-hand side converge to $\frac{\pi^{2}}{6}$ for $m \longrightarrow \infty$ : end of proof.

So how fast does $\sum \frac{1}{n^{2}}$ converge to $\pi^{2} / 6$ ? For this we have to estimate the difference

$$
\frac{\pi^{2}}{6}-\sum_{n=1}^{\infty} \frac{1}{n^{2}}=\sum_{n=m+1}^{\infty} \frac{1}{n^{2}}
$$

Comparison of coefficients:
If $p(t)=c\left(t-a_{1}\right) \cdots\left(t-a_{m}\right)$, then the coefficient of $t^{m-1}$ is $-c\left(a_{1}+\ldots+a_{m}\right)$.
$0<a<b<c$
implies
$0<\frac{1}{c}<\frac{1}{b}<\frac{1}{c}$


This is very easy with the technique of "comparing with an integral" that we have reviewed already in the appendix to Chapter 2 (page 10). It yields

$$
\sum_{n=m+1}^{\infty} \frac{1}{n^{2}}<\int_{m}^{\infty} \frac{1}{t^{2}} d t=\frac{1}{m}
$$

for an upper bound and

$$
\sum_{n=m+1}^{\infty} \frac{1}{n^{2}}>\int_{m+1}^{\infty} \frac{1}{t^{2}} d t=\frac{1}{m+1}
$$

for a lower bound on the "remaining summands" - or even

$$
\sum_{n=m+1}^{\infty} \frac{1}{n^{2}}>\int_{m+\frac{1}{2}}^{\infty} \frac{1}{t^{2}} d t=\frac{1}{m+\frac{1}{2}}
$$

if you are willing to do a slightly more careful estimate, using that the function $f(t)=\frac{1}{l^{2}}$ is convex.
This means that our series does not converge too well; if we sum the first one thousand summands, then we expect an error in the third digit after the decimal point, while for the sum of the first one million summands, $m-100(0) 000$, we expect to get an error in the sixth decimal digit, and we do. However, then comes a big surprise: to an accuracy of 45 digits,

$$
\begin{aligned}
\pi^{2} / 6 & =1.644934066848226436472415166646025189218949901 \\
\sum_{n=1}^{10^{6}} \frac{1}{n^{2}} & =1.644933066848726436305748499979391855885616544
\end{aligned}
$$

So the sixth digit after the comma is wrong (too small by 1), but the next six digits are right! And then one digit is wrong (too large by 5), then again five are correct. This surprising discovery is quite recent, due to Roy D. North from Colorado Springs, 1988. (In 1982, Martin R. Powell, a school teacher from Amersham, Bucks, England, failed to notice the full effect duc to the insufficient computing power available at the time.) It is too strange to be purely coincidental ... A look at the error term, which again to 45 digits reads
$\sum_{n=10^{6}+1}^{\infty} \frac{1}{n^{2}}=0.000000999999500000166666666666633333333333357$,
reveals that clearly there is a pattern. You might try to rewrite this last number as

$$
+10^{-6}-\frac{1}{2} 10^{-12}+\frac{1}{6} 10^{-18}-\frac{1}{30} 10^{-30}+\frac{1}{42} 10^{42}+\ldots
$$

where the coefficients $\left(1, \cdots \frac{1}{2}, \frac{1}{6}, 0,-\frac{1}{30}, 0, \frac{1}{42}\right)$ of $10^{-6 i}$ form the beginning of the sequence of Bernoulli numbers that we'll meet again in Chapter 20. We refer our readers to the article by Borwein, Borwein \& Dilcher [3] for more such surprising "coincidences" - and for proofs.

## Appendix: The Riemann zeta function

The Riemann zeta function $\zeta(s)$ is defined for real $s>1$ hy

$$
\zeta(s):=\sum_{n \geq 1} \frac{1}{n^{s}} .
$$

Our estimates for $H_{n}$ (see page 10 ) imply that the series for $\zeta(1)$ diverges, but for any real $s>1$ it does converge. The zeta function has a canonical continuation to the entire complex plane (with one simple pole at $s=1$ ), which can be constructed using power series expansions. The resulting complex function is of utmost importance for the theory of prime numbers. Let us mention three diverse connections:
(1) The remarkable identity

$$
\zeta(s)=\prod_{p} \frac{1}{1-p^{-s}}
$$

is due to Euler. It encodes the hasic fact that every natural number has a unique (!) decomposition into prime factors; using this, Euler's identity is a simple consequence of the geometric series expansion

$$
\frac{1}{1-p^{-s}}=1+\frac{1}{p^{s}}+\frac{1}{p^{2 s}}+\frac{1}{p^{3 s}}+\ldots
$$

(2) The location of the complex zeros of the zeta function is the subject of the "Riemann hypothesis": one of the most famous and important unresolved conjectures in all of mathematics. It claims that all the non-trivial zeros $s \in \mathbb{C}$ of the zeta function satisfy $\operatorname{Re}(s)=\frac{1}{2}$. (The zeta function vanishes at all the negative even integers, which are referred to as the "trivial zeros.")
Very recently, Jeff Lagarias showed that, surprisingly, the Ricmann hypothesis is equivalent to the following elementary statement: For all $n \geq 1$,

$$
\sum_{d \mid n} d \leq H_{n}+\operatorname{cxp}\left(H_{n}\right) \log \left(H_{n}\right)
$$

with equality only for $n=1$, where $H_{n}$ is again the $n$-th harmonic number. (3) It has been known for a long time that $\zeta(s)$ is a rational multiple of $\pi^{s}$, and hence irrational, if $s$ is an even integer $s \geq 2$; see Chapter 20. In contrast, the irrationality of $\zeta(3)$ was proved by Roger Apery only in 1979. Despite considerable effort the picture is rather incomplete about $\zeta(s)$ for the other odd integers, $s=2 t+1 \geq 5$. Very recently, Keith Ball and Tanguy Rivoal proved that infinitely many of the values $\zeta(2 t+1)$ are irrational. And indecd, although it is not known for any single odd value $s \geq 5$ that $\zeta(s)$ is irrational, Wadim Zudilin has proved that at least one of the four values $\zeta(5), \zeta(7), \zeta(9)$, and $\zeta(11)$ is irrational. We refer to the beautiful survey by Fischler [4].
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## Hilbert's third problem: decomposing polyhedra

In his legendary address to the International Congress of Mathematicians at Paris in 1900 David Hilbert asked - as the third of his twenty-three problems - to specify

> "two tetrahedra of equal bases and equal altitudes which can in no way be split into congruent tetrahedra, and which cannot be combined with congruent tetrahedra to form two polyhedra which themselves could be split up into congruent tetrahedra."

This problem can be traced back to two letters of Carl Friedrich Gauss from 1844 (published in Gauss" collected works in 1900). If tetrahedra of equal volume could be split into congruent pieces, then this would give one an "elementary" proof of Euclid's theorem XII. 5 that pyramids with the same base and height have the same volume. It would thus provide an elementary definition of the volume for polyhedra (that would not depend on analysis, and hence on continuity arguments). A similar statement is true in plane geometry: the Bolyai-Gerwien Theorem [1, Sect. 2.7] states that planar polygons are both equidecomposable (can be dissected into congruent triangles) and equicomplementable (can be made congruent by adding congruent triangles) if and only if they have the same area.



David Hilbert

The cross is equicomplementable with a square of the same area.

Hilbert - as we can see from his wording of the prohlem - did expect that there is no analogous theorem in dimension 3, and he was right. In fact, the prohlem was completely solved hy Hilbert's student Max Dehn in two papers: the first one, exhibiting non-equidecomposahle tetrahedra of equal hase and height, appeared already in 1900, the second one, also covering equicomplementability, appeared in 1902. However, Dehn's papers are not easy to understand, and it takes effort to see whether Dehn did not fall into a suhtle trap which ensnared others: a very-elegant-but-unfortunately-wrong proof was found by Bricard (in 1896!), by Meschkowski (1960), and prohably by others. Luckily, Dehn's proof was reworked and redone, and after comhined efforts of V. F. Kagan (1903/1930), Hugo Hadwiger (1949/54) and Vladimir G. Boltianskii, we now have a Book Proof - as follows. (The appendix to this chapter provides some basics about polyhedra.)

## (1) A little linear algebra

For every finite set of real numbers $M=\left\{m_{1}, \ldots, m_{k}\right\} \subseteq \mathbb{R}$, we define $V(M)$ as the set of all linear combinations of numbers in $M$ with rational coefficients, that is,

$$
V(M):=\left\{\sum_{i=1}^{k} q_{i} m_{i}: q_{i} \in \mathbb{Q}\right\} \subseteq \mathbb{R}
$$

The first (trivial, but important) observation is that $V(M)$ is a finite dimensional vector space over the field $\mathbb{Q}$ of rational numbers. In fact, $V(M)$ is clearly closed under taking sums and under multiplication with rationals, and the field axioms for $\mathbb{R}$ make $V(M)$ into a vector space. The dimension of $V(M)$ is the size of any minimal generating set. Since $M$ generates $V(M)$ by definition, we see that it contains a minimal generating set, and hence

$$
\operatorname{dim}_{\mathbb{Q}} V(M) \leq k=|M| .
$$

In the following, we shall need and use Q-linear functions

$$
f: V(M) \rightarrow \mathbb{Q}
$$

which we interpret as linear maps of $\mathbb{Q}$-vector spaces. The key property is that for every rational linear dependence $\sum_{i=1}^{k} q_{i} m_{i}=0$ with $q_{i} \in \mathbb{Q}$, we must have $\sum_{i-1}^{k} q_{i} f\left(m_{i}\right)=f(0)=0$. Here is the simple lemma that gets things going.
Lemma. For any finite subsets $M \subseteq M^{\prime}$ of $\mathbb{R}$, the $\mathbb{Q}$-vector space $V(M)$ is a subspace of the $\mathbb{Q}$-vector space $V\left(M^{\prime}\right)$. Thus if $f: V(M) \rightarrow \mathbb{Q}$ is a $\mathbb{Q}$-linear function, then $f$ can be extended to $a \mathbb{Q}$-linear function $f^{\prime}$ : $V\left(M^{\prime}\right) \rightarrow \mathbb{Q}$ so that $f^{\prime}(m)=f(m)$ for all $m \in M$.
$\square$ Proof. Any $\mathbb{Q}$-linear function $V(M) \rightarrow \mathbb{Q}$ is determined as soon as its values on a $\mathbb{Q}$-basis of $V(M)$ are fixed. Since every hasis of $V(M)$ can be extended to a basis of $V\left(M^{\prime}\right)$, the rest follows.

## (2) Dehn invariants

For a 3-dimensional polyhedron $P$, let $M_{P}$ denote the set of all angles between adjacent facets (dihedral angles), together with the number $\pi$. Thus for a cube $C$ we get $M_{C}=\left\{\frac{\pi}{2} ; \pi\right\}$, while for an orthogonal prism $Q$ over an equilateral triangle we get $M_{Q}=\left\{\frac{\pi}{3}, \frac{\pi}{2}, \pi\right\}$.
Given any finite set $M \subset \mathbb{R}$ that contains $M_{P}$, and any $\mathbb{Q}$-linear function

$$
f: V(M) \rightarrow \mathbb{Q}
$$

that satisfies $f(\pi)=0$, we define the Dehn invariant of $P$ (with respect to $f$ ) to be the real number

$$
D_{f}(P):=\sum_{e \in P} \ell(e) \cdot f(\alpha(e))
$$

where the sum extends over all edges $\epsilon$ of the polyhedron, $\ell(c)$ denotes the length of $e$, and $\alpha(e)$ is the angle between the two facets that meet in $\epsilon$.
We will calculate various Dehn invariants later. For now just note that $f\left(\frac{\pi}{2}\right)=\frac{1}{2} f(\pi)=0$ must hold for any such $\mathbb{Q}$-linear function $f$, and thus

$$
D_{f}(C)=0
$$

that is, the Dehn invariant of a cube is zero with respect to any $f$.

## (3) The Dehn-Hadwiger theorem

As above we call two polyhedra $P, Q$ equidecomposable if they can be decomposed into finite sets of polyhedra $P_{1}, \ldots, P_{n}$ and $Q_{1}, \ldots, Q_{n}$ such that $P_{i}$ and $Q_{i}$ are congruent for all $i(1 \leq i \leq n)$. Two polyhedra are equicomplementable if there arc polyhedra $P_{1}, \ldots, P_{m}$ and $Q_{1}, \ldots, Q_{m}$ so that the interiors of the $P_{i}$ are disjoint from each other and from $P$, and similarly for the $Q_{i}$ and $Q$, such that $P_{i}$ is congruent to $Q_{i}$ for all $i$, and such that $\widetilde{P}:=P \cup P_{1} \cup P_{2} \cup \ldots \cup P_{m}$ and $\widetilde{Q}:=Q \cup Q_{1} \cup Q_{2} \cup \ldots \cup Q_{m}$ are equidecomposable. A theorem of Gerling from 1844 implies that it does not matter whether we admit reflections when considering congruences, or not. Clearly equidecomposable polyhedra are equicomplementable, but the converse is far from clear. The following theorem of Hadwiger (in the version of Boltianskii) provides our tool to find - as Hilbert proposed - tetrahedra of equal volume that are not equicomplementable, and thus not equidecomposable.
Theorem. Let $P$ and $Q$ be polyhedra with dihedral angles $\alpha_{1}, \ldots, \alpha_{p}$ resp. $\beta_{1}, \ldots, \beta_{q}$ at their edges, and let $M$ be a finite set of real numbers with

$$
\left\{\alpha_{1}, \ldots, \alpha_{p}, \beta_{1}, \ldots, \beta_{q}, \pi\right\} \subseteq M .
$$

If $f: V(M) \rightarrow \mathbb{Q}$ is any $\mathbb{Q}$-linear function with $f(\pi)=0$ such that

$$
D_{f}(P) \neq D_{f}(Q)
$$

then $P$ and $Q$ are not equicomplementable.

$M_{C}=\left\{\frac{\pi}{2}, \pi\right\}$


$$
M_{Q}=\left\{\frac{\pi}{3}, \frac{\pi}{2}, \pi\right\}
$$



- Proof. The argument comes in two parts.
(1) If a polyhedron $P$ has a decomposition into finitely many polyhedral pieces $P_{1}, \ldots, P_{n}$, and if all the dihedral angles of the pieces $P_{1}, \ldots, P_{n}$ are contained in the set $M$. then for every $\mathbb{Q}$-linear $f: V(M) \rightarrow \mathbb{Q}$, the Dehn invariants add up:

$$
D_{f}(P)=D_{f}\left(P_{1}\right)+\ldots+D_{f}\left(P_{n}\right)
$$

For this, we associate a mass to any part of an edge of a polyhedron: if $e^{\prime} \subseteq e$ is a part of an edge $e$ of $P$, then its mass will be

$$
m_{f}\left(e^{\prime}\right):=\ell\left(e^{\prime}\right) f\left(\alpha\left(e^{\prime}\right)\right),
$$

its length times the $f$-value of its dihedral angle.
Now if $P$ is decomposed into $P_{1}, \ldots, P_{n}$, consider the union of all the edges of the pieces $P_{i}$. Along the edges $e^{\prime}$ that are contained in edges of $P$, we see that the dihedral angles of the pieces add up to the dihedral angle of $P$ at $e^{\prime}$, and hence the masses add up.
At any other edge $e^{\prime \prime}$ of one of the $P_{i}$ 's which is contained in the interior of a face of $P$ or in the interior of $P$, the angles add up to $\pi$ or to $2 \pi$, so the $\rho$-values of the angles in the pieces add up to $f(\pi)=0$ resp. to $f(2 \pi)=0$. Thus for the sum of the masses we get the same value that we had attached to these edges for $P$ in the first place, namely 0 .
(2) Assuming that $P$ and $Q$ are equicomplementable, we can enlarge $M$ to a superset $M^{\prime}$ that also includes all the dihedral angles appearing in any of the pieces involved. $M^{\prime}$ is finite, since we only consider finite decompositions. Then our lemma above allows us to extend $f$ to $f^{\prime}: V\left(M^{\prime}\right) \rightarrow \mathbb{Q}$, and hence part (1) yields an equation of the type

$$
D_{f^{\prime}}(P)+D_{f^{\prime}}\left(P_{1}\right)+\ldots+D_{f^{\prime}}\left(P_{m}\right)=D_{f^{\prime}}(Q)+D_{f^{\prime}}\left(Q_{1}\right)+\ldots+D_{f^{\prime}}\left(Q_{m}\right)
$$

where $D_{f^{\prime}}\left(P_{i}\right)=D_{f^{\prime}}\left(Q_{i}\right)$ since $P_{i}$ and $Q_{i}$ are congruent. Hence we conclude $D_{f}(P)=D_{f}(Q)$, a contradiction.

Example 1. For a regular tetrahedron $T_{0}$ with edge lengths $\ell$, we calculate the dihedral angle from the sketch. The midpoint $M$ of the base triangle divides the height $A E$ of the base triangle by $1: 2$, and since $|A E|=|I E|$, we find $\cos \alpha=\frac{1}{3}$, and thus

$$
\alpha=\arccos \frac{1}{3} .
$$

Setting $M:=\{\alpha, \pi\}$ we note that the ratio

$$
\frac{\alpha}{\pi}=\frac{1}{\pi} \arccos \frac{1}{3}
$$

is irrational, according to Theorem 3 of Chapter 6 (taking $n=9$ ). Thus the $\mathbb{Q}$-vector space $V(M)$ is 2 -dimensional with basis $M$, and there is a $\mathbb{Q}$-linear function $\int: V(M) \rightarrow \mathbb{Q}$ with

$$
f(\alpha):=1, f(\pi):=0 .
$$

For this $\int$ we have

$$
D_{f}\left(T_{0}\right)=6 \ell f(\alpha)=6 \ell \neq 0
$$

and thus a regular tetrahedron cannot be equidecomposable or equicomplementable with a cube, since the Dehn invariant of a cube vanishes for any $f$.
Example 2. Let $T_{1}$ be a tetrahedron spanned by three orthogonal edges $A B, A C, A D$ of length $u$. This tetrahedron has three dihedral angles that are right angles, and three more dihedral angles of equal size $\varphi$, which we calculate from the sketch as

$$
\cos \varphi=\frac{|A E|}{|D E|}=\frac{\frac{1}{2} \sqrt{2} u}{\frac{1}{2} \sqrt{3} \sqrt{2} u}=\frac{1}{\sqrt{3}} .
$$

It follows that

$$
\varphi=\arccos \frac{1}{\sqrt{3}}
$$

For $M:=\left\{\frac{\pi}{2}, \arccos \frac{1}{\sqrt{3}}, \pi\right\}$, the $\mathbb{Q}$-vector space $V(M)$ has dimension 2 . In fact, $\pi$ and $\frac{\pi}{2}$ are linearly dependent, so $V(M)=V\left(\left\{\arccos \frac{1}{\sqrt{3}}, \pi\right\}\right)$, but there is no rational relation between arcoss $\frac{1}{\sqrt{3}}$ and $\pi$ - equivalently, $\frac{1}{\pi} \arccos \frac{1}{\sqrt{3}}$ is irrational, as we proved in Chapter 6 (take $n=3$ in Thm. 3). Thus we may construct a $\mathbb{Q}$-linear map $f$ by setting

$$
f(\pi):=0 \quad \text { and } \quad f\left(\arccos \frac{1}{\sqrt{3}}\right):=1
$$

from which we obtain $f\left(\frac{\pi}{2}\right)=0$ and hence

$$
D_{f}\left(T_{1}\right)=3 u f\left(\frac{\pi}{2}\right)+3(\sqrt{2} u) f\left(\arccos \frac{1}{\sqrt{3}}\right)=3 \sqrt{2} u \neq 0 .
$$

This proves that $T_{1}$ is not equidecomposable or equicomplementable with a cube $C$ of the same volume, since $D_{f}(C)=0$ holds for any $f$.
Example 3. Finally, let $T_{2}$ be a tetrahedron with three consecutive edges $A B, B C$ and $C D$ that are mutually orthogonal (an "orthoscheme") and of the same length $u$.
We will not calculate the angles in such a tetrahedron (they are $\frac{\pi}{2}, \frac{\pi}{3}$, and $\frac{\pi}{4}$ ), but rather argue that - using the midpoints of edges and faces, and the center - a cube of edge length $u$ can be decomposed into 6 tetrahedra of this type ( 3 congruent copies, and 3 mirror images).
All these congruent copies and mirror images have the same Dehn invariants, and hence for every suitable functional $f$ we will obtain

$$
D_{f}\left(T_{2}\right)=\frac{1}{6} D_{f}(C)=0
$$

so all Dehn invariants of such a tetrahedron vanish! This solves Hilbert's third problem, since we have before constructed a different tetrahedron, $T_{1}$, with congruent bases and the same height, and with $D_{f}\left(T_{1}\right) \neq 0$. By the Dehn-Hadwiger theorem $T_{1}$ and $T_{2}$ are not equidecomposable, and not even equicomplementable.



Some familiar polytopes: tetrahedron, cube and permutahedron

## Appendix: Polytopes and polyhedra

A convex polytope in $\mathbb{R}^{d}$ is the convex hull of a finite set $S=\left\{s_{1}, \ldots, s_{n}\right\}$, that is, a set of the form

$$
P=\operatorname{conv}(S):=\left\{\sum_{i=1}^{n} \lambda_{i} s_{i}: \lambda_{i} \geq 0, \sum_{i=1}^{n} \lambda_{i}=1\right\}
$$

Polytopes are certainly familiar objects: prime examples are given by convex polygons (2-dimensional convex polytopes) and by convex polyhedra (3-dimensional convex polytopes).
There are several types of polyhedra that generalize to higher dimensions in a natural way. For example, if the set $S$ is affinely independent of cardinality $d+1$, then $\operatorname{conv}(S)$ is a $d$-dimensional simplex (or $d$-simplex). For $d=2$ this yields a triangle, for $d=3$ we obtain a tetrahedron. Similarly, squares and cubes are special cases of $d$-cubes, such as the unit $d$-cube given by $C_{d}=[0,1]^{d} \subseteq \mathbb{R}^{d}$.
General polytopes are defined as finite unions of convex polytopes. In this book non-convex polyhedra will appear in connection with Cauchy's rigidity theorem in Chapter 12, and non-convex polygons in connection with Pick's theorem in Chapter 11, and again when we discuss the art gallery theorem in Chapter 31.
Convex polytopes can, equivalently, be defined as the bounded solution sets of finite systems of linear inequalities. Thus every convex polytope $P \subseteq \mathbb{R}^{d}$ has a representation of the form

$$
P=\left\{\boldsymbol{x} \in \mathbb{R}^{d}: A \boldsymbol{x} \leq \boldsymbol{b}\right\}
$$

for some matrix $A \in \mathbb{R}^{m \times d}$ and a vector $\boldsymbol{b} \in \mathbb{R}^{m}$. In other words, $P$ is the solution set of a system of $m$ linear inequalities $\boldsymbol{a}_{i}^{T} \boldsymbol{x} \leq b_{i}$, where $\boldsymbol{a}_{i}^{T}$ is the $i$-th row of $A$. Conversely, every bounded such solution set is a convex polytope, and can thus be represented as the convex hull of a finite set of points.
For polygons and polyhedra, we have the familiar concepts of vertices, edges, and 2-faces. For higher-dimensional convex polytopes, we can define their faces as follows: a face of $P$ is a subset $F \subseteq P$ of the form $P \cap\left\{\boldsymbol{x} \in \mathbb{R}^{d}: \boldsymbol{a}^{T} \boldsymbol{x}=b\right\}$, where $\boldsymbol{a}^{T} \boldsymbol{x} \leq b$ is a linear inequality that is valid for all points $x \in P$.
All the faces of a polytope are themselves polytopes. The set $V$ of vertices (0-dimensional faces) of a convex polytope is also the inclusion-minimal set such that $\operatorname{conv}(V)=P$. Assuming that $P \subseteq \mathbb{R}^{d}$ is a $d$-dimensional convex polytope, the facets (the ( $d-1$ )-dimensional faces) determine a minimal set of hyperplanes and thus of halfspaces that contain $P$, and whose intersection is $P$. In particular, this implies the following fact that we will need later: Let $F$ be a facet of $P$, denote by $H_{F}$ the hyperplane it determines, and by $H_{F}^{+}$and $H_{F}^{-}$the two closed half-spaces bounded by $H_{F}$. Then one of these two halfspaces contains $P$ (and the other one doesn't).

The graph $G(P)$ of the convex polytope $P$ is given by the set $V$ of vertices, and by the edge set $E$ of 1 -dimensional faces. If $P$ has dimension 3, then this graph is planar, and gives rise to the famous "Euler polyhedron formula" (see Chapter 11).
Two polytopes $P, P^{\prime} \subseteq \mathbb{R}^{d}$ are congruent if there is some length-preserving affine map that takes $P$ to $P^{\prime}$. Such a map may reverse the orientation of space, as does the reflection of $P$ in a hyperplane, which takes $P$ to a mirror image of $P$. They are combinatorially equivalent if there is a bijection from the faces of $P$ to the faces of $P^{\prime}$ that preserves dimension and inclusions between the faces. This notion of combinatorial equivalence is much weaker than congruence: for example, our figure shows a unit cube and a "skew" cube that are combinatorially equivalent (and thus we would call any one of them "a cube"), but they are certainly not congruent.
A polytope (or a more general subset of $\mathbb{R}^{d}$ ) is called centrally symmetric if there is some point $\boldsymbol{x}_{0} \in \mathbb{R}^{d}$ such that

$$
\boldsymbol{x}_{0}+\boldsymbol{x} \in P \quad \Longleftrightarrow \quad \boldsymbol{x}_{0}-\boldsymbol{x} \in P .
$$

In this situation we call $\boldsymbol{x}_{0}$ the center of $P$.
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Combinatorially equivalent polytopes

## Lines in the plane and decompositions of graphs

Perhaps the best-known problem on configurations of lines was raised by Sylvester in 1893 in a column of mathematical problems.

## QUFBTIONS FOR SOLUTION.

11851. (Professor Sulvestra.)-Prove that it is not possible to arrange any finite number of real points so that a right line through every two of them shall pass through a third, unless they all lie in the same right line.
Whether Sylvester himself had a proof is in doubt, but a correct proof was given by Tibor Gallai [Grünwald] some 40 years later. Therefore the following theorem is commonly attributed to Sylvester and Gallai. Subsequent to Gallai's proof several others appeared, but the following argument due to L. M. Kelly may be "simply the best."

Theorem 1. In any configuration of $n$ points in the plane, not all on a line, there is a line which contains exactly two of the points.

Proof. Let $\mathcal{P}$ be the given set of points and consider the set $\mathcal{C}$ of all lines which pass through at least two points of $\mathcal{P}$. Among all pairs $(P, \ell)$ with $P$ not on $\ell$, choose a pair $\left(P_{0}, \ell_{0}\right)$ such that $P_{0}$ has the smallest distance to $\ell_{0}$, with $Q$ being the point on $\ell_{0}$ closest to $P_{0}$ (that is, on the line through $P_{0}$ vertical to $\ell_{0}$ ).

Claim. This line $\ell_{0}$ does it!
If not, then $\ell_{0}$ contains at least three points of $\mathcal{P}$, and thus two of them, say $P_{1}$ and $P_{2}$, lie on the same side of $Q$. Let us assume that $P_{1}$ lies between $Q$ and $P_{2}$, where $P_{1}$ possibly coincides with $Q$. The figure on the right shows the configuration. It follows that the distance of $P_{1}$ to the line $\ell_{1}$ determined by $P_{0}$ and $P_{2}$ is smaller than the distance of $P_{0}$ to $\ell_{0}$, and this contradicts our choice for $\ell_{0}$ and $P_{0}$.

In the proof we have used metric axioms (shortest distance) and order axioms ( $P_{1}$ lies between $Q$ and $P_{2}$ ) of the real plane. Do we really need these propertics beyond the usual incidence axioms of points and lines? Well, some additional condition is required, as the famous Fano plane depicted in the margin demonstrates. Here $\mathcal{P}=\{1,2, \ldots, 7\}$ and $\mathcal{L}$ consists of the 7 three-point lines as indicated in the figure, including the "line" $\{4,5,6\}$. Any two points determine a unique line, so the incidence axioms are satisfied, but there is no 2 -point line. The Sylvester-Gallai theorem therefore shows that the Fano configuration cannot be embedded into the real plane such that the seven collinear triples lie on real lines: there must always be a "crooked" line.

## Chapter 9


J. J. Sylvester



However, it was shown by Coxeter that the order axioms will suffice for a proof of the Sylvester-Gallai theorem. Thus one can devise a proof that does not use any metric properties - see also the proof that we will give in Chapter 11, using Euler's formula.
The Sylvester-Gallai theorem directly implies another famous result on points and lines in the plane, due to Paul Erdős and Nicolaas G. de Bruịn. But in this case the result holds more generally for arbitrary point-line systems, as was observed already by Erdős and de Bruijn. We will discuss the more general result in a moment.

Theorem 2. Let $\mathcal{P}$ be a set of $n \geq 3$ points in the plane, not all on a line. Then the set $\mathcal{L}$ of lines passing through at least two points contains at least $n$ lines.
$\square$ Proof. For $n=3$ there is nothing to show. Now we proceed by induction on $n$. Let $|\mathcal{P}|=n+1$. By the previous theorem there exists a line $\ell_{0} \in \mathcal{L}$ containing exactly two points $P$ and $Q$ of $\mathcal{P}$. Consider the set $\mathcal{P}^{\prime}=\mathcal{P} \backslash\{Q\}$ and the set $\mathcal{L}^{\prime}$ of lines determined by $\mathcal{P}^{\prime}$. If the points of $\mathcal{P}^{\prime}$ do not all lie on a single line, then by induction $\left|\mathcal{L}^{\prime}\right| \geq n$ and hence $|\mathcal{L}| \geq n+1$ because of the additional line $\ell_{0}$ in $\mathcal{L}$. If, on the other hand, the points in $\mathcal{P}^{\prime}$ are all on a single line, then we have the "pencil" which results in precisely $n+1$ lines.

Now, as promised, here is the general result, which applies to much more general "incidence geometries."

Theorem 3. Let $X$ be a set of $n \geq 3$ elements, and let $A_{1}, \ldots, A_{m}$ be proper subsets of $X$, such that every pair of elements of $X$ is contained in precisely one set $A_{i}$. Then $m \geq n$ holds.

- Proof. The following proof, variously attributed to Motzkin or Conway, is almost one-line and truly inspired. For $x \in X$ let $r_{x}$ be the number of sets $A_{i}$ containing $x$. (Note that $2 \leq r_{x}<m$ by the assumptions.) Now if $x \notin A_{i}$, then $r_{x} \geq\left|A_{i}\right|$ because the $\left|A_{i}\right|$ sets containing $x$ and an element of $A_{i}$ must be distinct. Suppose $m<n$, then $m\left|A_{i}\right|<n r_{x}$ and thus $m\left(n-\left|A_{i}\right|\right)>n\left(m-r_{x}\right)$ for $x \notin A_{i}$, and we find

$$
1=\sum_{x \in X} \frac{1}{n}=\sum_{x \in X} \sum_{A_{i}: x \notin A_{i}} \frac{1}{n\left(m-r_{x}\right)}>\sum_{A_{i}} \sum_{x: x \notin A_{i}} \frac{1}{m\left(n-\left|A_{i}\right|\right)}=\sum_{A_{i}} \frac{1}{m}=1,
$$

which is absurd.
There is another very short proof for this theorem that uses linear algebra. Let $B$ be the incidence matrix of $\left(X ; A_{1}, \ldots, A_{m}\right)$, that is, the rows in $B$ are indexed by the elements of $X$, the columns by $A_{1}, \ldots, A_{m}$, where

$$
B_{x A}:=\left\{\begin{array}{lll}
1 & \text { if } & x \in A \\
0 & \text { if } & x \notin A .
\end{array}\right.
$$

Consider the product $B B^{T}$. For $x \neq x^{\prime}$ we have $\left(B B^{T}\right)_{x x^{\prime}}=1$, since $x$
and $x^{\prime}$ are contained in precisely one set $A_{i}$, hence

$$
B B^{T^{\prime}}=\left(\begin{array}{cccc}
r_{x_{1}}-1 & 0 & \ldots & 0 \\
0 & r_{x_{2}}-1 & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \ldots & 0 & r_{x_{n}}-1
\end{array}\right)+\left(\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
1 & 1 & & \vdots \\
\vdots & & \ddots & 1 \\
1 & \ldots & 1 & 1
\end{array}\right)
$$

where $r_{x}$ is defined as ahove. Since the first matrix is positive definite (it has only positive eigenvalues) and the second matrix is positive semi-definite (it has the eigenvalues $n$ and 0 ), we deduce that $B B^{T}$ is positive definite and thus, in particular, invertible, implying $\operatorname{rank}\left(B B^{T}\right)=n$. It follows that the rank of the $(n \times m)$-matrix $B$ is at least $n$, and we conclude that indeed $n \leq m$, since the rank cannot exceed the number of columns.

Let us go a little beyond and tum to graph theory. (We refer to the review of basic graph concepts in the appendix to this chapter.) A moment's thought shows that the following statement is really the same as Theorem 3:

> If we decompose a complete graph $K_{n}$ into $m$ cliques different from $K_{n}$, such that every edge is in a unique clique, then $m \geq n$.

Indeed, let $X$ correspond to the vertex set of $K_{n}$ and the sets $A_{i}$ to the vertex sets of the cliques, then the statements are identical.
Our next task is to decompose $K_{n}$ into complete bipartite graphs such that again every edge is in exactly one of these graphs. There is an easy way to do this. Number the vertices $\{1,2, \ldots, n\}$. First take the complete bipartite graph joining 1 to all other vertices. Thus we obtain the graph $K_{1, n-1}$ which is called a star. Next join 2 to $3, \ldots, n$, resulting in a star $K_{1, n-2}$. Going on like this, we decompose $K_{n}$ into stars $K_{1, n-1}, K_{1, n-2, \ldots, K_{1,1}}$. This decomposition uses $n-1$ complete bipartite graphs. Can we do better, that is, use fewer graphs? No, as the following result of Ron Graham and Henry O. Pollak says:
Theorem 4. If $K_{n}$ is decomposed into complete bipartite subgraphs $H_{1}, \ldots, H_{m}$, then $m \geq n-1$.

The interesting thing is that, in contrast to the Erdơs-de Bruijn theorem, no comhinatorial proof for this result is known! All of them use linear algebra in one way or another. Of the various more or less equivalent ideas let us look at the proof due to Tverberg, which may be the most transparent.
$\square$ Proof. Let the vertex set of $K_{n}$ he $\{1, \ldots, n\}$, and let $L_{j}, R_{j}$ be the defining vertex sets of the complete bipartite graph $H_{j}, j=1, \ldots, m$. To every vertex $i$ we associate a variahle $x_{i}$. Since $H_{1}, \ldots, H_{m}$ decompose $K_{n}$, we find

$$
\begin{equation*}
\sum_{i<j} x_{i} x_{j}=\sum_{k=1}^{m}\left(\sum_{a \in L_{k}} x_{a} \cdot \sum_{b \in R_{k}} x_{b}\right) . \tag{1}
\end{equation*}
$$

Now suppose the theorem is false, $m<n-1$. Then the system of linear


A decomposition of $K_{5}$ into 4 complete bipartite subgraphs


A graph $G$ with 7 vertices and 11 edges. It has onc loop, onc double edge and one triple edge.
equations

$$
\begin{aligned}
x_{1}+\ldots+x_{n} & =0 \\
\sum_{a \in L_{k}} x_{a} & =0 \quad(k=1, \ldots, m)
\end{aligned}
$$

has fewer equations than variables, hence there cxists a non-trivial solution $c_{1}, \ldots, c_{n}$. From (1) we infer

$$
\sum_{i<j} c_{i} c_{j}=0
$$

But this implics

$$
0=\left(c_{1}+\ldots+c_{n}\right)^{2}=\sum_{i=1}^{n} c_{i}^{2}+2 \sum_{i<j} c_{i} c_{j}=\sum_{i=1}^{n} c_{i}^{2}>0
$$

a contradiction, and the proof is complete.

## Appendix: Basic graph concepts

Graphs are among the most basic of all mathematical structures. Correspondingly, they have many different versions, representations, and incarnations. Abstractly, a graph is a pair $G=(V, E)$, where $V$ is the set of vertices, $E$ is the set of edges, and each edge $\epsilon \in E$ "connects" two vertices $v, w \in V$. We consider only finite graphs, where $V$ and $E$ are finite.
Usually, we deal with simple graphs: Then we do not admit loops, i. e., edges for which both ends coincide, and no multiple edges that have the same set of endvertices. Vertices of a graph are called adjacent or neighbors if they are the endvertices of an edge. A vertex and an edge are called incident if the edge has the vertex as an endvertex.
Here is a little picture gallery of important (simple) graphs:

The complete graphs $K_{n}$ on $n$ vertices and $\binom{n}{2}$ edges


The complete bipartite graphs $K_{m, n}$ with $m+n$ vertices and $m n$ cdgcs


Two graphs $G=(V, E)$ and $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ are considered isomorphic if there are bijections $V \rightarrow V^{\prime}$ and $E \rightarrow E^{\prime}$ that preserve the incidences between edges and their endvertices. (It is a major unsolved problem whether there is an efficient test to decide whether two given graphs are isomorphic.) This notion of isomorphism allows us to talk about the complete graph $K_{5}$ on 5 vertices, etc.
$G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a subgraph of $G=(V, E)$ if $V^{\prime} \subseteq V, E^{\prime} \subseteq E$, and every edge $e \in E^{\prime}$ has the same endvertices in $G^{\prime}$ as in $G . G^{\prime}$ is an induced subgraph if, additionally, all edges of $G$ that connect vertices of $G^{\prime}$ are also edges of $G^{\prime}$.
Many notions about graphs are quite intuitive: for example, a graph $G$ is connected if every two distinct vertices are connected by a path in $G$, or equivalently, if $G$ cannot be split into two nonempty subgraphs whose vertex sets are disjoint.
We end this survey of basic graph concepts with a few more pieces of terminology: A clique in $G$ is a complete subgraph. An independent set in $G$ is an induced subgraph without edges, that is, a subset of the vertex set such that no two vertices are connected by an edge of $G$. A graph is a forest if it does not contain any cycles. A tree is a connected forest. Finally, a graph $G=(V, E)$ is bipartite if it is isomorphic to a subgraph of a complete bipartite graph, that is, if its vertex set can be written as a union $V=V_{1} \cup V_{2}$ of two independent sets.
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The paths $P_{n}$ with $n$ vertices

The cycles $C_{n}$ with $n$ vertices


## The slope problem

Try for yourself - before you read much further - to construct configurations of points in the plane that determine "relatively few" slopes. For this we assume, of course, that the $n \geq 3$ points do not all lie on one line. Recall from Chapter 9 on "Lines in the plane" the theorem of Erdős and de Bruijn: the $n$ points will determine at least $n$ different lines. But of course many of these lines may be parallel, and thus determine the same slope.

$n=3$
3 slopes

$n=4$
4 slopes

$n=5$ 4 slopes
or

$n=3$
3 slopes

$n=4$
4 slopes

$n=5$
4 slopes

$n=6$
6 slopes

$n=7 \quad$.. 6 slopes ...
$n=6$
6 slopes


$$
n=7
$$

6 slopes $\quad .$.

After some attempts at finding configurations with fewer slopes you might conjecture - as Scott did in 1970 - the following theorem.

Theorem. If $n \geq 3$ points in the plane do not lie on one single line, then they determine at least $n-1$ different slopes, where equality is possible only if $n$ is odd and $n \geq 5$.

Our examples above - the drawings represent the first few configurations in two infinite sequences of examples - show that the theorem as stated is best possible: for any odd $n \geq 5$ there is a configuration with $n$ points that determines exactly $n-1$ different slopes, and for any other $n \geq 3$ we have a configuration with exactly $n$ slopes.

A little experimentation for small $n$ will probably lead you to a sequence such as the two depicted here.


Three pretty sporadic examples from the Jamison-Hill cataloguc


This configuration of $n=6$ points determines $t=6$ different slopes.


Here a vertical starting direction yields $\pi_{0}=123456$.

However, the configurations that we have drawn above are by far not the only ones. For example, Jamison and Hill described four infinite families of configurations, each of them consisting of configurations with an odd number $n$ of points that determine only $n-1$ slopes ("slope-critical configurations"). Furthermore, they listed 102 "sporadic" examples that do not seem to fit into an infinite family, most of them found by extensive computer searches.
Conventional wisdom might say that extremal problems tend to be very difficult to solve exactly if the extreme configurations are so diverse and irregular. Indeed, there is a lot that can be said about the structure of slopecritical configurations (see [2]), but a classification seems completely out of reach. However, the theorem above has a simple proof, which has two main ingredients: a reduction to an efficient combinatorial model duc to Eli Goodman and Ricky Pollack, and a beautiful argument in this model by which Peter Ungar completed the proof in 1982.

E Proof. (1) First we notice that it suffices to show that every "even" set of $n=2 m$ points in the plane ( $m \geq 2$ ) determines at least $n$ slopes. This is so since the case $n=3$ is trivial, and for any set of $n=2 m+1 \geq 5$ points (not all on a line) we can find a subsct of $n-1=2 m$ points, not all on a line, which already determines $n-1$ slopes.
Thus for the following we consider a configuration of $n=2 m$ points in the plane that determines $t \geq 2$ different slopes.
(2) The combinatorial model is obtained by constructing a periodic sequence of permutations. For this we start with some direction in the plane that is not one of the configuration's slopes, and we number the points $1, \ldots, n$ in the order in which they appear in the 1 -dimensional projection in this direction. Thus the permutation $\pi_{0}=123 \ldots n$ represents the order of the points for our starting direction.
Next let the direction perform a counterclockwise motion, and watch how the projection and its permutation change. Changes in the order of the projected points appear exactly when the direction passes over one of the configuration's slopes.
But the changes are far from random or arbitrary: By performing a $180^{\circ}$ rotation of the direction, we obtain a sequence of permutations

$$
\pi_{0} \rightarrow \pi_{1} \rightarrow \pi_{2} \rightarrow \ldots \rightarrow \pi_{t-1} \rightarrow \pi_{t}
$$

which has the following special properties:

- The sequence starts with $\pi_{0}=123 \ldots n$ and ends with $\pi_{t}=n \ldots 321$.
- The length $t$ of the sequence is the number of slopes of the point configuration.
- In the course of the sequence, every pair $i<j$ is switched exactly once. This means that on the way from $\pi_{0}=123 \ldots n$ to $\pi_{t}=n \ldots 321$, only increasing substrings are reversed.
- Every move consists in the reversal of one or more disjoint increasing substrings (corresponding to the one or more lines that have the direction which we pass at this point).


By continuing the circular motion around the configuration, one can view the sequence as a part of a two-way infinite, periodic sequence of permutations

$$
\ldots \rightarrow \pi_{-1} \rightarrow \pi_{0} \rightarrow \ldots \rightarrow \pi_{t} \rightarrow \pi_{t+1} \rightarrow \ldots \rightarrow \pi_{2 t} \rightarrow \ldots
$$

where $\pi_{i+t}$ is the reverse of $\pi_{i}$ for all $i$, and thus $\pi_{i+2 t}=\pi_{i}$ for all $i \in \mathbb{Z}$. We will show that every sequence with the above properties (and $t \geq 2$ ) must have length $t \geq n$.
(3) The proof's key is to divide each permutation into a "left half" and a "right half" of equal size $m=\frac{n}{2}$, and to count the letters that cross the imaginary barrier between the left half and the right half.
Call $\pi_{i} \rightarrow \pi_{i+1}$ a crossing move if one of the substrings it reverses does involve letters from both sides of the barrier. The crossing move has order $d$ if it moves $2 d$ letters across the barrier, that is, if the crossing string has exactly $d$ letters on one side and at least $d$ letters on the other side. Thus in our example

$$
\pi_{2}=2 \underline{13: 564} \longrightarrow 2 \overline{65: 314}=\pi_{3}
$$

is a crossing move of order $d=2$ (it moves $1,3,5,6$ across the barrier, which we mark by ":"),

$$
65 \underline{2: 341} \longrightarrow 65 \overline{4: 32} 1
$$

Getting the sequence of permutations for our small example


A crossing move


A touching move


An ordinary move
is crossing of order $d=1$, while for example

$$
6 \underline{25}: 3 \underline{14} \longrightarrow 6 \overline{52}: 3 \overline{41}
$$

is not a crossing move.
In the course of the sequence $\pi_{0} \rightarrow \pi_{1} \rightarrow \ldots \rightarrow \pi_{t}$, each of the letters $1,2, \ldots, n$ has to cross the barrier at least once. This implies that, if the orders of the $c$ crossing moves are $d_{1}, d_{2}, \ldots, d_{c}$, then we have

$$
\sum_{i=1}^{c} 2 d_{i}=\#\{\text { letters that cross the barrier }\} \geq n
$$

This also implies that we have at least two crossing moves, since a crossing move with $2 d_{i}=n$ occurs only if all the points are on one line, i. e. for $t=1$. Geometrically, a crossing move corresponds to the direction of a line of the configuration that has less than $m$ points on each side.
(4) A touching move is a move that reverses some string that is adjacent to the central barrier, but does not cross it. For example,

$$
\pi_{4}=6 \underline{25}: 3 \underline{14} \longrightarrow 6 \overline{52}: 3 \overline{41}=\pi_{5}
$$

is a touching move. Geometrically, a touching move corresponds to the slope of a line of the configuration that has exactly $m$ points on one side, and hence at most $m-2$ points on the other side.

Moves that are neither touching nor crossing will be called ordinary moves. For this

$$
\pi_{1}=213: 5 \underline{46} \longrightarrow 213: 5 \overline{64}=\pi_{2}
$$

is an example. So every move is either crossing, or touching, or ordinary, and we can use the letters $T, C, O$ to denote the types of moves. $C(d)$ will denote a crossing move of order $d$. Thus for our small example we get

$$
\pi_{0} \xrightarrow{T} \pi_{1} \xrightarrow{O} \pi_{2} \xrightarrow{C(2)} \pi_{3} \xrightarrow{O} \pi_{4} \xrightarrow{T} \pi_{5} \xrightarrow{C(1)} \pi_{6},
$$

or even shorter we can record this sequence as $T, O, C(2), O, T, C(1)$.
(5) To complete the proof, we need the following two facts:

Between any two crossing moves, there is at least one touching move.

Berween any crossing move of order $d$ and the next touching move, there are at least $d-1$ ordinary moves.

In fact, after a crossing move of order $d$ the barrier is contained in a symmetric decreasing substring of length $2 d$, with $d$ letters on each side of the barrier. For the next crossing move the central barrier must be brought into an increasing substring of length at least 2 . But only touching moves affect whether the barrier is in an increasing substring. This yields the first fact.

For the second fact, note that with each ordinary move (reversing some increasing substrings) the decreasing $2 d$-string can get shortened by only one letter on each side. And, as long as the decreasing string has at least 4 letters, a touching move is impossible. This yields the second fact.
If we construct the sequence of permutations starting with the same initial projection but using a clockwise rotation, then we obtain the reversed sequence of permutations. Thus the sequence that we do have recorded must also satisfy the opposite of our second fact, namely

Between a touching move and the next crossing move, of order $d$, there are at least $d-1$ ordinary moves.
(6) The $T-O-C$-pattern of the infinite sequence of permutations, as derived in (2), is obtained by repeating over and over again the T-O-C-pattern of length $t$ of the sequence $\pi_{0} \longrightarrow \ldots \longrightarrow \pi_{t}$. Thus with the facts of (5) we see that in the infinite sequence of moves, each crossing move of order $d$ is embedded into a $T$ - $O$ - $C$-pattern of the type

$$
\begin{equation*}
T, \underbrace{O, O, \ldots, O}_{\geq d-1}, C(d), \underbrace{O, O, \ldots, O}_{\geq d-1} \tag{*}
\end{equation*}
$$

of length $1+(d-1)+1+(d-1)=2 d$.
In the infinite sequence, we may consider a finite segment of length $t$ that starts with a touching move. This segment consists of substrings of the type (*), plus possibly extra inserted $T$ 's. This implies that its length $t$ satisfies

$$
t \geq \sum_{i=1}^{c} 2 d_{i} \geq n
$$

which completes the proof.
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## Three applications of Euler's formula

## Chapter 11

A graph is planar if it can be drawn in the plane $\mathbb{R}^{2}$ without crossing edges (or. equivalently, on the 2 -dimensional sphere $S^{2}$ ). We talk of a plane graph if such a drawing is already given and fixed. Any such drawing decomposes the plane or sphere into a finite number of connected regions, including the outer (unbounded) region. which are referred to as faces. Euler's formula exhibits a beautiful relation between the number of vertices, edges and faces that is valid for any plane graph. Euler mentioned this result for the first time in a letter to his friend Goldbach in 1750, but he did not have a complete proof at the time. Among the many proofs of Euler's formula, we present a pretty and "self-dual" one that gets by without induction. It can be traced back to von Staudt's book "Geometrie der Lage" from 1847. v

Euler's formula. If $G$ is a connected plane graph with $n$ vertices, e edges and $f$ faces, then

$$
n-e+f=2
$$

- Proof. Let $T \subseteq E$ be the edge set of a spanning tree for $G$, that is, of a minimal subgraph that connects all the vertices of $G$. This graph does not contain a cycle because of the minimality assumption.
We now need the dual graph $G^{*}$ of $G$ : to construct it, put a vertex into the interior of each face of $G$, and connect two such vertices of $G^{*}$ by edges that correspond to common boundary edges between the corresponding faces. If there are several common boundary edges, then we draw several connecting edges in the dual graph. (Thus $G^{*}$ may have multiple edges even if the original graph $G$ is simple.)
Consider the collection $T^{*} \subseteq E^{*}$ of edges in the dual graph that corresponds to edges in $E \backslash T$. The edges in $T^{*}$ connect all the faces, since $T$ does not have a cycle; but also $T^{*}$ does not contain a cycle, since otherwise it would separate some vertices of $G$ inside the cycle from vertices outside (and this cannot be, since $T$ is a spanning subgraph, and the edges of $T$ and of $T^{*}$ do not intersect). Thus $T^{*}$ is a spanning tree for $G^{*}$.
For every tree the number of vertices is one larger than the number of edges. To see this, choose one vertex as the root, and direct all edges "away from the root": this yields a bijection between the non-root vertices and the edges, by matching cach edge with the vertex it points at. Applied to the tree $T$ this yields $n=e_{T}+1$, while for the tree $T^{*}$ it yields $f=e_{T^{*}}+1$. Adding both cquations we get $n+f=\left(e_{T}+1\right)+\left(e_{T^{*}}+1\right)=$ $e+2$.


Leonhard Euler


A plane graph $G: n=6, e=10, f=\mathbf{6}$


Dual spanning trees in $G$ and in $G^{*}$


The tive platonic solids


Here the degree is written next to each vertex. Counting the vertices of given degree yields $n_{2}=3, n_{3}=0, n_{4}=1$, $n_{5}=2$.


The number of sides is written into each region. Counting the faces with a given number of sides yields $f_{1}=1, f_{2}=3$, $f_{4}=1, f_{9}=1$, and $f_{i}=0$ otherwise.

Euler's formula thus produces a strong numerical conclusion from a geo-metric-topological situation: the numbers of vertices, edges, and faces of a finite graph $G$ satisfy $n-e+f=2$ whenever the graph is or can be drawn in the plane or on a sphere.
Many well-known and classical consequences can be derived from Euler's formula. Among them are the classification of the regular convex polyhedra (the platonic solids), the fact that $K_{5}$ and $K_{3,3}$ are not planar (see below), and the five-color theorem that every planar map can be colored with at most five colors such that no two adjacent countries have the same color. But for this we have a much better proof, which does not even need Euler's formula - see Chapter 30.
This chapter collects three other beautiful proofs that have Euler's formula at their core. The first two - a proof of the Sylvester-Gallai theorem, and a theorem on two-colored point configurations - use Euler's formula in clever combination witb other arithmetic relationships between basic graph parameters. Let us first look at these parameters.

The degree of a vertex is the number of edges that end in the vertex, where loops count double. Let $n_{i}$ denote the number of vertices of degree $i$ in $G$. Counting the vertices according to their degrees, we obtain

$$
\begin{equation*}
n=n_{0}+n_{1}+n_{2}+n_{3}+\ldots \tag{1}
\end{equation*}
$$

On the other hand, every edge has two ends, so it contrihutes 2 to the sum of all degrees, and we obtain

$$
\begin{equation*}
2 e=n_{1}+2 n_{2}+3 n_{3}+4 n_{1}+\ldots \tag{2}
\end{equation*}
$$

You may interpret this identity as counting in two ways the ends of the edges, that is, the edge-vertex incidences. The average degree $\bar{d}$ of the vertices is therefore

$$
\bar{d}=\frac{2 e}{n}
$$

Next we count the faces of a plane graph according to their number of sides: a $k$-face is a face that is bounded by $k$ edges (where an edge that on both sides borders the same region has to be counted twice!). Let $f_{k}$ be the number of $k$-faces. Counting all faces we find

$$
\begin{equation*}
f=f_{1}+f_{2}+f_{3}+f_{4}+\ldots \tag{3}
\end{equation*}
$$

Counting the edges according to the faces of which they are sides, we get

$$
\begin{equation*}
2 e=f_{1}+2 f_{2}+3 f_{3}+4 f_{4}+\ldots \tag{4}
\end{equation*}
$$

As bcfore, we can interpret this as double-counting of edge-face incidences. Note that the average number of sides of faces is given by

$$
\bar{f}=\frac{2 e}{f}
$$

Let us deduce from this - together with Euler's formula - quickly that the complete graph $K_{5}$ and the complete bipartite graph $K_{3,3}$ are not planar. For a hypothetical plane drawing of $K_{5}$ we calculate $n=5, e=\binom{5}{2}=10$, thus $f=e+2-n=7$ and $\bar{f}=\frac{2 \epsilon}{f}=\frac{20}{7}<3$. But if the average number of sides is smaller than 3 , then the embedding would have a face with at most two sides, which cannot be.
Similarly for $K_{3,3}$ we get $n=6, e=9$, and $f=e+2-n=-5$, and thus $\bar{f}=\frac{2 t}{f}=\frac{18}{5}<4$, which cannot be since $K_{3,3}$ is simple and bipartite, so all its cycles have length at least 4 .
It is no coincidence, of course, that the equations (3) and (4) for the $f_{i}$ 's look so similar to the equations (1) and (2) for the $n_{i}$ 's. They are transformed into each other by the dual graph construction $G \rightarrow G^{*}$ explained above.
From the double counting identities, we get the following important "local" consequences of Euler's formula.

Proposition. Let $G$ be any simple plane graph with $n>2$ vertices. Then
(A) G has a vertex of degree at most 5 .
(B) G has at most $3 n-6$ edges.
(C) If the edges of $G$ are two-colored, then there is a vertex of $G$ with at most two color-changes in the cyclic order of the edges around the vertex.

- Proof. For each of the three statements, we may assume that $G$ is connected.
(A) Every face has at least 3 sides (since $G$ is simple), so (3) and (4) yield

$$
\begin{aligned}
f & =f_{3}+f_{4}+f_{5}+\ldots \\
2 e & =3 f_{3}+4 f_{4}+5 f_{5}+\ldots
\end{aligned}
$$

and thus $2 c-3 f \geq 0$.
Now if cach vertex has degree at least 6, then (1) and (2) imply

$$
\begin{aligned}
n & =n_{6}+n_{7}+n_{8}+\ldots \\
2 e & =6 n_{6}+7 n_{7}+8 n_{8}+\ldots
\end{aligned}
$$

and thus $2 e-6 n \geq 0$,
Taking both inequalities together, we get

$$
6(e-n-f)=(2 e-6 n)+2(2 e-3 f) \geq 0
$$

and thus $e \geq n+f$, contradicting Euler's formula.
(B) As in the first step of part (A), we obtain $2 e-3 f \geq 0$, and thus

$$
3 n-6-3 e-3 f \geq e
$$

from Euler's formula.

$K_{5}$ drawn with one crossing

$K_{3,3}$ drawn with onc crossing


Arrows point to the corners with color changes.

(C) Let $c$ be the number of comers where color changes occur. Suppose the statement is false, then we have $c \geq 4 n$ corners with color changes, since at every vertex there is an even number of changes. Now every face with $2 k$ or $2 k+1$ sides has at most $2 k$ such corners, so we conclude that

$$
\begin{aligned}
4 n \leq c & \leq 2 f_{3}+4 f_{4}+4 f_{5}+6 f_{6}+6 f_{7}+8 f_{8}+\ldots \\
& \leq 2 f_{3}+4 f_{4}+6 f_{5}+8 f_{6}+10 f_{7}+\ldots \\
& =2\left(3 f_{3}+4 f_{4}+5 f_{5}+6 f_{6}+7 f_{7}+\ldots\right) \\
& =4\left(f_{3}+f_{4}+f_{5}+f_{6}+f_{7}+\ldots\right) \\
& 4 e-4 f
\end{aligned}
$$

using again (3) and (4). So we have $e \geq n+f$, again contradicting Euler's formula.

## 1. The Sylvester-Gallai theorem, revisited

It was first noted by Norman Steenrod, it seems, that part (A) of the proposition yields a strikingly simple proof of the Sylvester-Gallai theorem (see Chapter 9).

The Sylvester-Gallai theorem. Given any set of $n \geq 3$ points in the plane, not all on one line, there is always a line that contains exactly two of the points.

- Proof. (Sylvester-Gallai via Euler)

If we embed the plane $\mathbb{R}^{2}$ in $\mathbb{R}^{3}$ near the unit sphere $S^{2}$ as indicated in our figure, then every point in $\mathbb{R}^{2}$ corresponds to a pair of antipodal points on $S^{2}$, and the lines in $\mathbb{R}^{2}$ comespond to great circles on $S^{2}$. Thus the Sylvester-Gallai theorem amounts to the following:

Given any set of $n \geq 3$ pairs of antipodal points on the sphere, not all on one great circle, there is always a great circle that contains exactly two of the antipodal pairs.

Now we dualize, replacing each pair of antipodal points by the corresponding great circle on the sphere. That is, instead of points $\pm v \in S^{2}$ we consider the orthogonal circles given by $C_{v}:=\left\{\boldsymbol{x} \in S^{2}:\langle\boldsymbol{x}, \boldsymbol{v}\rangle=0\right\}$. (This $C_{v}$ is the equator if we consider $v$ as the north pole of the sphere.)
Then the Sylvester-Gallai problem asks us to prove:
Given any collection of $n \geq 3$ great circles on $S^{2}$, not all of them passing through one point, there is always a point that is on exactly two of the great circles.

But the arrangement of great circles yields a simple plane graph on $S^{2}$, whose vertices are the intersection points of two of the great circles, which divide the great circles into edges. All the vertex degrees are even, and they are at least 4 - by construction. Thus part (A) of the proposition yields the existence of a vertex of degree 4 . That's it!

## 2. Monochromatic lines

The following proof of a "colorful" relative of the Sylvester-Gallai theorem is due to Don Chakerian.

Theorem. Given any finite configuration of "black" and "white" points in the plane, not all on one line, there is always a "monochromatic" line: a line that contains at least two points of one color and none of the other.

- Proof. As for the Sylvester-Gallai problem, we transfer the problem to the unit sphere and dualize it there. So we must prove:

Given any finite collection of "black" and "white" great circles on the unit sphere, not all passing through one point, there is always an intersection point that lies either only on white great circles, or only on black great circles.

Now the (positive) answer is clear from part (C) of the proposition, since in every vertex where great circles of different colors intersect, we always have at least 4 corners with sign changes.

## 3. Pick's theorem

Pick's theorem from 1899 is a heautiful and surprising result in itself, but it is also a "classical" consequence of Euler's formula. For the following, call a convex polygon $P \subseteq \mathbb{R}^{2}$ elementary if its vertices are integral (that is, they lie in the latiice $\mathbb{Z}^{2}$ ), but if it does not contain any further lattice points.
Lemma. Every elementary triangle $\Delta=\operatorname{conv}\left\{\boldsymbol{p}_{0}, \boldsymbol{p}_{1}, \boldsymbol{p}_{2}\right\} \subseteq \mathbb{R}^{2}$ has area $A(\Delta)=\frac{1}{2}$.

Proof. Both the parallelogram $P$ with corners $p_{0}, \boldsymbol{p}_{1}, \boldsymbol{p}_{2}, \boldsymbol{p}_{1}+\boldsymbol{p}_{2}-\boldsymbol{p}_{0}$ and the lattice $\mathbb{Z}^{2}$ are symmetric with respect to the map

$$
\sigma: \boldsymbol{x} \longmapsto \boldsymbol{p}_{1}+\boldsymbol{p}_{2}-\boldsymbol{x}
$$

which is the reflection with respect to the center of the segment from $p_{1}$ to $p_{2}$. Thus the parallelogram $P=\Delta \cup \sigma(\Delta)$ is elementary as well, and its integral translates tile the planc. Hence $\left\{\boldsymbol{p}_{1}-\boldsymbol{p}_{0}, \boldsymbol{p}_{2}-\boldsymbol{p}_{0}\right\}$ is a basis of the lattice $\mathbb{Z}^{2}$, it has determinant $\pm 1, P$ is a parallelogram of area 1 , and $\Delta$ has area $\frac{1}{2}$. (For an explanation of these terms see the box on the next page.)

Theorem. The area of any (not necessarily convex) polygon $Q \subseteq \mathbb{R}^{2}$ with integral vertices is given by

$$
A(Q)=n_{i n t}+\frac{1}{2} n_{b d}-1
$$

where $t_{\text {int }}$ and $n_{b d}$ are the numbers of integral points in the interior respectively on the boundary of $Q$.



## Lattice bases

A basis of $\mathbb{Z}^{2}$ is a pair of linearly independent vectors $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}$ such that

$$
\mathbb{Z}^{2}=\left\{\lambda_{1} e_{1}+\lambda_{2} e_{2}: \lambda_{1}, \lambda_{2} \in \mathbb{Z}\right\}
$$

Let $e_{1}=\binom{a}{b}$ and $e_{2}=\binom{c}{d}$, then the area of the parallelogram spanned by $\boldsymbol{e}_{1}$ and $e_{2}$ is given by $A\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)=\left|\operatorname{det}\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)\right|=$ $\left|\operatorname{det}\left(\begin{array}{ll}a & c \\ b & d\end{array}\right)\right|$. If $\boldsymbol{f}_{1}=\binom{r}{s}$ and $\boldsymbol{f}_{2}=\binom{t}{u}$ is another basis, then there exists an invertible $\mathbb{Z}$-matrix $Q$ with $\left(\begin{array}{ll}r & t \\ s & u\end{array}\right)=\left(\begin{array}{ll}a & c \\ b & d\end{array}\right) Q$. Since $Q Q^{-1}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, and the determinants are integers, it follows that $|\operatorname{det} Q|=1$, and hence $\left|\operatorname{det}\left(\boldsymbol{f}_{1}, \boldsymbol{f}_{2}\right)\right|=\left|\operatorname{det}\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right)\right|$. Therefore all basis parallelograms have the same area 1 , since $A\left(\binom{1}{0},\binom{0}{1}\right)=1$.

- Proof. Every such polygon can be triangulated using all the $n_{\text {int }}$ lattice
 points in the interior, and all the $n_{b d}$ lattice points on the boundary of $Q$. (This is not quite obvious, in particular if $Q$ is not required to be convex, but the argument given in Chapter 31 on the art gallery problem proves this.)
Now we interpret the triangulation as a plane graph, which subdivides the plane into one unbounded face plus $f-1$ triangles of area $\frac{1}{2}$, so

$$
A(Q)=\frac{1}{2}(f-1)
$$

Every triangle has three sides, where each of the $c_{\text {int }}$ interior edges bounds two triangles, while the $e_{b d}$ boundary edges appear in one single triangle each. So $3(f-1)=2 e_{i n t}+e_{b d}$ and thus $f=2(e-f)-e_{b d}+3$. Also, there is the same number of boundary edges and vertices, $e_{b d}=n_{b d i}$. These two facts together with Euler's formula yield

$$
\begin{aligned}
f & =2(\epsilon-f)-\epsilon_{b d}+3 \\
& =2(n-2)-n_{b d}+3=2 n_{i n i t}+n_{b d}-1
\end{aligned}
$$

and thus

$$
A(Q)=\frac{1}{2}(f-1)=n_{i n t}+\frac{1}{2} n_{b d}-1
$$
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## Cauchy's rigidity theorem

A famous result that depends on Euler's formula (specifically, on part (C) of the proposition in the previous chapter) is Cauchy's rigidity theorem for 3 -dimensional polyhedra.
For the notions of congruence and of combinatorial equivalence that are used in the following we refer to the appendix on polytopes and polyhedra in the chapter on Hilbert's third problem, see page 50.

Theorem. If two 3-dimensional convex polyhedra $P$ and $P^{\prime}$ are combinatorially equivalent with corresponding facets being congruent, then also the angles between corresponding pairs of adjacent facets are equal (and thus $P$ is congruent to $P^{\prime}$ ).

The illustration in the margin shows two 3-dimensional polyhedra that are combinatorially equivalent, such that the corresponding faces are congruent. But they are not congruent, and only one of them is convex. Thus the assumption of convexity is essential for Cauchy's theorem!

- Proof. The following is essentially Cauchy's original proof. Assume that two convex polyhedra $P$ and $P^{\prime}$ with congruent faces are given. We color the edges of $P$ as follows: an edge is black (or "positive") if the corresponding interior angle between the two adjacent facets is larger in $P^{\prime}$ than in $P$; it is white (or "negative") if the corresponding angle is smaller in $P^{\prime}$ than in $P$.
The black and the white edges of $P$ together form a 2-colored plane graph on the surface of $P$, which by radial projection, assuming that the origin is in the interior of $P$, we may transfer to the surface of the unit sphere. If $P$ and $P^{\prime}$ have unequal corresponding facet-angles, then the graph is nonempty. With part (C) of the proposition in the previous chapter we find that there is a vertex $p$ that is adjacent to at least one black or white edge, such that there are at most two changes between black and white edges (in cyclic order).
Now we intersect $P$ with a small sphere $S_{\varepsilon}$ (of radius $\varepsilon$ ) centered at the vertex $p$, and we intersect $P^{\prime}$ with a sphere $S_{\varepsilon}^{\prime}$ of the same radius $\varepsilon$ centered at the corresponding vertex $p^{\prime}$. In $S_{\varepsilon}$ and $S_{\varepsilon}^{\prime}$ we find convex spherical polygons $Q$ and $Q^{\prime}$ such that corresponding arcs have the same lengths, because of the congruence of the facets of $P$ and $P^{\prime}$, and since we have chosen the same radius $\varepsilon$.


## Chapter 12



Augustin Cauchy



Now we mark by + the angles of $Q$ for which the corresponding angle in $Q^{\prime}$ is larger, and by - the angles whose corresponding angle of $Q^{\prime}$ is smaller. That is, when moving from $Q$ to $Q^{\prime}$ the + angles are "opened," the - angles are "closed," while all side lengths and the unmarked angles stay constant.
From our choice of $p$ we know that some + or - sign occurs, and that in cyclic order there are at most two $+1-$ changes. If only one type of signs occurs, then the lemma below directly gives a contradiction, saying that one edge must change its length. If both types of signs occur, then (since there are only two sign changes) there is a "separation line" that connects the midpoints of two edges and separates all the + signs from all the - signs. Again we get a contradiction from the lemma below, since the separation line cannot be both longer and shorter in $Q^{\prime}$ than in $Q$.

## Cauchy's arm lemma.

If $Q$ and $Q^{\prime}$ are convex (planar or spherical) $n$-gons, labeled as in the figure,

such that $\overline{q_{i} q_{i-1}}=\overline{q_{i}^{\prime} q_{i+1}^{\prime}}$ holds for the lengths of corresponding edges for $1 \leq i \leq n-1$, and $\alpha_{i} \leq \alpha_{i}^{\prime}$ holds for the sizes of corresponding angles for $2<i<n-1$, then the "missing" edge length satisfies

$$
\overline{q_{1} q_{n}} \leq \overline{q_{1}^{\prime} q_{n}^{\prime}}
$$

with equality if and only if $\alpha_{i}=\alpha \alpha_{i}^{\prime}$ holds for all $i$.
It is interesting that Cauchy's original proof of the lemma was false: a continuous motion that opens angles and keeps side-lengths fixed may destroy convexity - see the figure! On the other hand, both the lemma and its proof given here, from a letter by I. J. Schoenberg to S. K. Zaremba, are valid both for planar and for spherical polygons.

Proof. We use induction on $n$. The case $n=3$ is easy: If in a triangle we increase the angle $\gamma$ between two sides of fixed lengths $a$ and $b$, then the length $c$ of the opposite side also increases. Analytically, this follows from the cosine theorem

$$
c^{2}=a^{2}+b^{2}-2 a b \cos \gamma
$$

in the planar case, and from the analogous result

$$
\cos c=\cos a \cos b+\sin a \sin b \cos \gamma
$$

in spherical trigonometry. Here the lengths $a, b, c$ are measured on the surface of a sphere of radius 1 , and thus have values in the interval $[0, \pi]$.

Now let $n \geq 4$. If for any $i \in\{2, \ldots, n-1\}$ we have $\alpha_{i}=\alpha_{i}^{\prime}$, then the corresponding vertex can be cut off by introducing the diagonal from $q_{i-1}$ to $q_{i+1}$ resp. from $q_{i-1}^{\prime}$ to $q_{i-1}^{\prime}$, with $\overline{q_{i-1} q_{i+1}}=\overline{q_{i-1}^{\prime} q_{i+1}^{\prime}}$, so we are done by induction. Thus we may assume $\alpha_{i}<\alpha_{i}^{\prime}$ for $2 \leq i \leq n-1$.
Now we produce a new polygon $Q^{*}$ from $Q$ by replacing $\alpha_{n-1}$ by the largest possible angle $\alpha_{n-1}^{\times} \leq \alpha_{n-1}^{\prime}$ that keeps $Q^{*}$ convex. For this we replace $q_{n}$ by $q_{n}^{*}$, keeping all the other $q_{i}$, edgc lengths, and angles from $Q$. If indeed we can choose $\alpha_{n-1}^{*}=\alpha_{n-1}^{\prime}$ kceping $Q^{*}$ convex, then we get $\overline{q_{1} q_{n}}<\overline{q_{1} q_{n}^{*}} \leq \overline{q_{1}^{\prime} q_{n}^{\prime}}$, using the case $n=3$ for the first step and induction as above for the second.
Otherwise after a nontrivial move that yields

$$
\begin{equation*}
\overline{q_{1} q_{n}^{*}}>\overline{q_{1} q_{n}} \tag{1}
\end{equation*}
$$

we "get stuck" in a situation where $q_{2}, q_{1}$ and $q_{n}^{*}$ are collinear, with

$$
\begin{equation*}
\overline{q_{2} q_{1}}+\overline{q_{1} q_{n}^{*}}=\overline{q_{2} q_{n}^{*}} \tag{2}
\end{equation*}
$$

Now we comparc this $Q^{*}$ with $Q^{\prime}$ and find

$$
\begin{equation*}
\overline{q_{2} q_{n}^{*}} \leq \overline{q_{2}^{\prime} q_{n}^{\prime}} \tag{3}
\end{equation*}
$$

by induction on $n$ (ignoring the vertex $q_{1}$ resp. $q_{1}^{\prime}$ ). Thus we obtain

$$
\overline{q_{1}^{\prime} q_{n}^{\prime}} \stackrel{(*)}{\geq} \overline{q_{2}^{\prime} q_{n}^{\prime}}-\overline{q_{1}^{\prime} q_{2}^{\prime}} \stackrel{(3)}{\geq} \overline{q_{2} q_{n}^{*}}-\overline{q_{1} q_{2}} \stackrel{(2)}{=} \overline{q_{1} q_{n}^{*}} \stackrel{(1)}{>} \overline{q_{1} q_{n}},
$$

where $(*)$ is just the triangle inequality, and all other relations have already been derived.

We have secn an example which shows that Cauchy's theorem is not true for non-convex polyhedra. The special fcature of this example is, of course, that a non-continuous "flip" takes one polyhedron to the other, keeping the facets congruent while the dihedral angles "jump." One can ask for more:

Could there be, for some non-convex polyhedron, a continuous deformation that would keep the facets flat and congruent?

It was conjectured that no triangulated surface, convex or not, admits such a motion. So, it was quite a surprise when in 1977 - more than I60 years after Cauchy's work - Robert Connelly presented counterexamples: closed triangulated spheres embedded in $\mathbb{R}^{3}$ (without self-intersections) that are flexible, with a continuous motion that keeps all the edge lengths constant, and thus keeps the triangular faces congruent.


A beautiful example of a flexible surface constructed by Klaus Steffen: The dashed lines represent the non-convex edges in this "cut-out" paper model. Fold the normal lines as "mountains" and the dashed lines as "vallcys." The edges in the model have lengths 5,10 , 11, 12 and 17 units.


The rigidity theory of surfaces has even more surprises in store: only very recently Connelly, Sabitov and Walz managed to prove that when any such flexing surface moves, the volume it encloses must be constant. Their proof is beautiful also in its use of algebraic machinery (outside the scope of tbis book).
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## Touching simplices

How many d-dimensional simplices can be positioned in $\mathbb{R}^{d}$ so that they touch pairwise, that is, so that all their pairwise intersections are $(d-1)$-dimensional?

This is an old and very natural question. We shall call $f(d)$ the answer to this problem, and record $f(1)=2$, which is trivial. For $d=2$ the configuration of four triangles in the margin shows $f(2) \geq 4$. There is no similar configuration with five triangles, because from this the dual graph construction, which for our example with four triangles yiclds a planar drawing of $K_{4}$, would give a planar embedding of $K_{5}$, which is impossible (see page 67). Thus we have

$$
f(2)=4
$$

In three dimensions, $f(3) \geq 8$ is quite easy to see. For that we use the configuration of eight triangles depicted on the right. The four shaded triangles are joined to some point $x$ below the "plane of drawing," which yields four tetrahedra that touch the plane from below. Similarly, the four white triangles are joined to some point $y$ above the plane of drawing. So we obtain a configuration of cight touching tetrahedra in $\mathbb{R}^{3}$, that is, $f(3) \geq 8$.
In 1965, Baston wrote a book proving $f(3) \leq 9$, and in 1991 it took Zaks another book to establish

$$
f(3)=8
$$

With $f(1)=2 \cdot f(2)=4$ and $f(3)=8$, it doesn't take much inspiration to arrive at the following conjecture, first posed by Bagemihl in 1956.
Conjecture. The maximal number of pairwise touching d-simplices in a configuration in $\mathbb{R}^{d}$ is

$$
f(d)=2^{d}
$$

The lower bound. $f(d) \geq 2^{d}$, is easy to verify "if we do it right." This amounts to a heavy use of affine coordinate tranformations, and to an induction on the dimension that establishes the following stronger result, duc to Joseph Zaks [4].

Theorem 1. For every $d \geq 2$, there is a family of $2^{d}$ pairwise touching $d$-simplices in $\mathbb{R}^{d}$ together with a transversal line that hits the interior of every single one of them.

## Chapter 13


$f(2) \geq 4$

$f(3) \geq 8$

"Touching simplices"

$(-1,-1)^{T}(0,-1)^{T}$


Proof. For $d=2$ the family of four triangles that we had considered does have such a transversal line. Now consider any $d$-dimensional configuration of touching simplices that has a transversal line $\ell$. Any nearby parallel line $\ell^{\prime}$ is a transversal line as well. If we choose $\ell^{\prime}$ and $\ell$ parallel and close enough, then each of the simplices contains an orthogonal (shortest) connecting interval between the two lines. Only a bounded part of the lines $\ell$ and $\ell^{\prime}$ is contained in the simplices of the configuration, and we may add two connecting segments outside the configuration, such that the rectangle spanned by the two outside connecting lines (that is, their convex hull) contains all the other connecting segments. Thus, we have placed a "ladder" such that each of the simplices of the configuration has one of the ladder's steps in its interior, while the four ends of the ladder are outside the configuration.
Now the main step is that we perform an (affine) coordinate transformation that maps $\mathbb{R}^{d}$ to $\mathbb{R}^{d}$, and takes the rectangle spanned by the ladder to the rectangle (half-square) as shown in the figure below, given by

$$
R^{1}=\left\{\left(x_{1}, x_{2}, 0, \ldots, 0\right)^{T}:-1 \leq x_{1} \leq 0 ;-1 \leq x_{2} \leq 1\right\}
$$

Thus the configuration of touching simplices $\Sigma^{1}$ in $\mathbb{R}^{d}$ which we obtain has the $x_{1}$-axis as a transversal line, and it is placed such that each of the simplices contains a segment

$$
S^{1}(\alpha)=\left\{\left(\alpha, x_{2}, 0, \ldots, 0\right)^{T}:-1 \leq x_{2} \leq 1\right\}
$$

in its interior (for some $\alpha$ with $-1<\alpha<0$ ), while the origin 0 is outside all simplices.
Now we produce a second copy $\Sigma^{2}$ of this configuration by reflecting the first one in the hyperplane given by $x_{1}=x_{2}$. This second configuration has the $x_{2}$-axis as a transversal line, and each simplex contains a segment

$$
S^{2}(\beta)=\left\{\left(x_{1}, \beta, 0, \ldots, 0\right)^{T}:-1 \leq x_{1} \leq 1\right\}
$$

in its interior, with $-1<\beta<0$. But each segment $S^{1}(\alpha)$ intersects each segment $S^{2}(\beta)$, and thus the interior of each simplex of $\Sigma^{1}$ intersects each simplex of $\Sigma^{2}$ in its interior. Thus if we add a new ( $d+1$ )-st coordinate $x_{d+1}$, and take $\Sigma$ to be

$$
\left\{\operatorname{conv}\left(P_{i} \cup\left\{-e_{d+1}\right\}\right): P_{i} \in \Sigma^{1}\right\} \cup\left\{\operatorname{conv}\left(P_{j} \cup\left\{e_{d+1}\right\}\right): P_{j} \in \Sigma^{2}\right\}
$$

then we get a configuration of touching $(d+1)$-simplices in $\mathbb{R}^{d+1}$. Furthermore, the antidiagonal

$$
A=\left\{(x,-x, 0, \ldots, 0)^{T}: x \in \mathbb{R}\right\} \subseteq \mathbb{R}^{d}
$$

intersects all segments $S^{1}(\alpha)$ and $S^{2}(\beta)$. We can "tilt" it a little, and obtain a line

$$
L_{\varepsilon}=\left\{(x,-x, 0, \ldots, 0, \varepsilon x)^{T}: x \in \mathbb{R}\right\} \subseteq \mathbb{R}^{d+1}
$$

which for all small enough $\varepsilon>0$ intersects all the simplices of $\Sigma$. This completes our induction step.

In contrast to this exponential lower bound, tight upper bounds are harder to get. A naive inductive argument (considering all the facet hyperplanes in a touching configuration separately) yields only

$$
f(d) \leq \frac{2}{3}(d+1)!
$$

and this is quite far from the lower bound of Theorem 1. However, Micha Perles found the following "magical" proof for a much better bound.

Theorem 2. For all $d \geq 1$, we have $f(d)<2^{d+1}$.
■ Proof. Given a configuration of $r$ touching $d$-simplices $P_{1}, P_{2}, \ldots, P_{r}$ in $\mathbb{R}^{d}$, first enumerate the different hyperplanes $H_{1}, H_{2}, \ldots, H_{s}$ spanned by facets of the $P_{i}$, and for each of them arbitrarily choose a positive side $H_{i}^{+}$, and call the other side $H_{i}^{-}$.
For example, for the 2-dimensional configuration of $r=4$ triangles depicted on the right we find $s=6$ hyperplanes (which are lines for $d=2$ ).
From these data, we construct the $B$-matrix, an $(r \times s)$-matrix with entries
 in $\{+1,-1,0\}$, as follows:

$$
B_{i j}:=\left\{\begin{aligned}
+1 & \text { if } P_{i} \text { has a facet in } H_{j}, \text { and } P_{i} \subseteq H_{j}^{+} \\
-1 & \text { if } P_{i} \text { has a facet in } H_{j}, \text { and } P_{i} \subseteq H_{j}^{-} \\
0 & \text { if } P_{i} \text { does not have a facet in } H_{j}
\end{aligned}\right.
$$

For example, the 2 -dimensional configuration in the margin gives rise to the matrix

$$
B=\left(\begin{array}{rrrrrr}
1 & 0 & 1 & 0 & 1 & 0 \\
-1 & -1 & 1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 1 & 0 & 0 \\
0 & -1 & -1 & 0 & 0 & 1
\end{array}\right)
$$

Three properties of the $B$-matrix are worth recording. First, since every $d$-simplex has $d+1$ facets, we find that every row of $B$ has exactly $d+1$ nonzero entries, and thus has exactly $s-(d+1)$ zero entries. Secondly, we are dealing with a configuration of pairwise touching simplices, and thus for every pair of rows we find one column in which one row has a +1 entry, while the entry in the other row is -1 . That is, the rows are different even if we disregard their zero entries. Thirdly, the rows of $B$ "represent" the simplices $P_{i}$, via

$$
\begin{equation*}
P_{i}=\bigcap_{j: B_{i j}=1} H_{j}^{+} \cap \bigcap_{j: B_{i j}=-1} H_{j}^{-} . \tag{*}
\end{equation*}
$$

Now we derive from $B$ a new matrix $C$, in which every row of $B$ is replaced by all the row vectors that one can generate from it by replacing all the zeros by either +1 or -1 . Since each row of $B$ has $s-d-1$ zeros, and $B$ has $r$ rows, the matrix $C$ has $2^{s-d-1} r$ rows.


The first row of the $C$-matrix represents the shaded triangle, while the second row corresponds to an empty intersection of the halfspaces. The point $x$ leads to the vector

$$
\left(\begin{array}{llllll}
1 & -1 & 1 & 1 & -1 & 1
\end{array}\right)
$$

that does not appear in the $C$-matrix.

For our example, this matrix $C$ is a $(32 \times 6)$-matrix that starts

$$
C=\left(\begin{array}{rrrrrr}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & -1 \\
1 & 1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & 1 & -1 \\
1 & -1 & 1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 & 1 & -1 \\
1 & -1 & 1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 \\
\hline-1 & -1 & 1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & 1 & -1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right)
$$

where the first eight rows of $C$ are derived from the first row of $B$, the second eight rows come from the second row of $B$, etc.
The point now is that all the rows of $C$ are different: If two rows are derived from the same row of $B$, then they are different since their zeros have been replaced differently; if they are derived from different rows of $B$, then they differ no matter how the zeros have been replaced. But the rows of $C$ are ( $\pm 1$ )-vectors of length $s$, and there are only $2^{s}$ different such vectors. Thus since the rows of $C$ are distinct, $C$ can have at most $2^{s}$ rows, that is,

$$
2^{s d{ }^{d} r \leq 2^{g} . . . .}
$$

However, not all possible ( $\pm 1$ )-vectors appear in $C$, which yields a strict inequality $2^{s-d-1} r<2^{s}$, and thus $r<2^{d+1}$. To see this, we note that every row of $C$ represents an intersection of halfspaces - just as for the rows of $B$ before, via the formula (*). This intersection is a subset of the simplex $P_{i}$, which was given by the corresponding row of $B$. Let us take a point $\boldsymbol{x} \in \mathbb{R}^{d}$ that does not lie on any of the hyperplanes $H_{j}$, and not in any of the simplices $P_{i}$. From this $\boldsymbol{x}$ we derive a ( $\pm 1$ )-vector that records for each $j$ whether $x \in H_{j}^{+}$or $\boldsymbol{x} \in H_{j}^{-}$. This ( $\pm 1$ )-vector does not occur in $C$, because its halfspace intersection according to (*) contains $\boldsymbol{x}$ and thus is not contained in any simplex $P_{i}$.
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## Every large point set has an obtuse angle

Around 1950 Paul Erdős conjectured that every set of more than $2^{d}$ points in $\mathbb{R}^{d}$ determines at least one obtuse angle, that is, an angle that is strictly greater than $\frac{\pi}{2}$. In other words, any set of points in $\mathbb{R}^{d}$ which only has acute angles (including right angles) has size at most $2^{d}$. This problem was posed as a "prize question" by the Dutch Mathematical Society - but solutions were received only for $d=2$ and for $d=3$.
For $d=2$ the problem is easy: The five points may determine a convex pentagon, which always has an obtuse angle (in fact, at least one angle of at least $108^{\circ}$ ). Otherwise we have one point contained in the convex hull of three others that form a triangle. But this point "sees" the three edges of the triangle in three angles that sum to $360^{\circ}$, so one of the angles is at least $120^{\circ}$. (The second case also includes situations where we have three points on a line, and thus a $180^{\circ}$ angle.)

Unrelated to this, Victor Klee asked a few years later - and Erdôs spread the question - how large a point set in $\mathbb{R}^{d}$ could be and still have the following "antipodality property": For any two points in the set there is a strip (bounded by two parallel hyperplanes) that contains the point set, and that has the two chosen points on different sides on the boundary.
Then, in 1962, Ludwig Danzer and Branko Grünbaum solved both problems in one stroke: They sandwiched both maximal sizes into a chain of inequalities, which starts and ends in $2^{d}$. Thus the answer is $2^{d}$ both for Erdôs' and for Klee's problem.
In the following, we consider (finite) sets $S \subseteq \mathbb{R}^{d}$ of points, their convex hulls $\operatorname{conv}(S)$, and general convex polytopes $Q \subseteq \mathbb{R}^{d}$. (See the appendix on polytopes on page 50 for the basic concepts.) We assume that these sets have the full dimension $d$, that is, they are not contained in a hyperplane. Two convex sets touch if they have at least one boundary point in common, while their interiors do not intersect. For any set $Q \subseteq \mathbb{R}^{d}$ and any vector $s \in \mathbb{R}^{d}$ we denote by $Q+s$ the image of $Q$ under the translation that moves 0 to $s$. Similarly, $Q-s$ is the translate obtained by the map that moves $s$ to the origin.
Don't be intimidated: This chapter is an excursion into $d$-dimensional geometry, but the arguments in the following do not require any "highdimensional intuition," since they all can be followed, visualized (and thus understood) in three dimensions, or even in the plane. Hence, our figures will illustrate the proof for $d=2$ (where a "hyperplane" is just a line), and you could create your own pictures for $d=3$ (where a "hyperplane" is a plane).


Theorem 1. For every d, one has the following chain of inequalities:
$2^{d} \stackrel{(1)}{\leq} \max \left\{\# S \mid S \subseteq \mathbb{R}^{d}, \varangle\left(s_{i}, s_{j}, s_{k}\right) \leq \frac{\pi}{2}\right.$ for every $\left.\left\{s_{i}, s_{j}, s_{k}\right\} \subseteq S\right\}$
$\stackrel{(2)}{\leq} \max \left\{\# S \left\lvert\, \begin{array}{l}S \subseteq \mathbb{R}^{d} \text { such that for any two points }\left\{s_{i}, s_{j}\right\} \subseteq S \\ \text { there is a strip } \mathcal{S}(i, j) \text { that contains } S, \text { with } s_{i} \text { and } s_{j} \\ \text { lying in the parallel boundary hyperplanes of } \mathcal{S}(i, j)\end{array}\right.\right\}$
$\stackrel{(3)}{=} \max \left\{\# S \left\lvert\, \begin{array}{l}S \subseteq \mathbb{R}^{d} \text { such that the translates } P-\boldsymbol{s}_{i}, \boldsymbol{s}_{i} \in S \text {, of } \\ \text { the convex hull } P:=\operatorname{conv}(S) \text { intersect in a common } \\ \text { point, but they only touch }\end{array}\right.\right\}$
$\stackrel{(4)}{\leq} \max \left\{\# S \left\lvert\, \begin{array}{l}S \subseteq \mathbb{R}^{d} \text { such that the translates } Q+s_{i} \text { of some d- } \\ \text { dimensional convex polytope } Q \subseteq \mathbb{R}^{d} \text { touch pairwise }\end{array}\right.\right\}$
$\stackrel{(5)}{=} \max \left\{\# S \left\lvert\, \begin{array}{l}S \subseteq \mathbb{R}^{d} \text { such that the translates } Q^{*}+s_{i} \text { of some } \\ d \text {-dimensional centrally symmetric convex polytope } \\ Q^{*} \subseteq \mathbb{R}^{d} \text { touch pairwise }\end{array}\right.\right\}$
$\stackrel{(6)}{\leq} 2^{d}$.
Proof. We have six claims (equalitics and inequalities) to verify. Let's get going.
(1) Take $S:=\{0,1\}^{d}$ to be the vertex set of the standard unit cube in $\mathbb{R}^{d}$, and choose $s_{i}, s_{j}, s_{k} \in S$. By symmetry we may assume that $s_{j}=0$ is the zero vector. Hence the angle can be computed from

$$
\cos \varangle\left(s_{i}, s_{j}, s_{k}\right)=\frac{\left\langle s_{i}, s_{k}\right\rangle}{\left|s_{i}\right|\left|s_{k}\right|}
$$

which is clearly nonnegative. Thus $S$ is a set with $\mid S_{\mid}=2^{d}$ that has no obtuse angles.
(2) If $S$ contains no obtuse angles, then for any $s_{i}, s_{j} \in S$ we may define $H_{i j}+s_{i}$ and $H_{i j}+s_{j}$ to he the parallel hyperplanes through $\boldsymbol{s}_{i}$ resp. $\boldsymbol{s}_{j}$ that are orthogonal to the edge $\left[s_{i}, s_{j}\right]$. Herc $H_{i j}=\left\{\boldsymbol{x} \in \mathbb{R}^{d}:\left\langle\boldsymbol{x}, \boldsymbol{s}_{i}-\boldsymbol{s}_{j}\right\rangle=0\right\}$ is the hyperplane through the origin that is orthogonal to the line through $s_{i}$ and $s_{j}$, and $H_{i j}+s_{j}=\left\{\boldsymbol{x}+s_{j}: x \in H_{i j}\right\}$ is the translate of $H_{i j}$ that passes through $s_{j}$, etc. Hence the strip between $H_{i j}+s_{i}$ and $H_{i j}+s_{j}$ consists, besides $s_{i}$ and $s_{j}$, exactly of all the points $\boldsymbol{x} \in \mathbb{R}^{d}$ such that the angles $\varangle\left(s_{i}, s_{j}, x\right)$ and $\varangle\left(\boldsymbol{s}_{j}, s_{i}, x\right)$ are non-obtuse. Thus the strip contains all of $S$.
(3) $P$ is contained in the halfspace of $H_{i j}+s_{j}$ that contains $s_{i}$ if and only if $P-s_{j}$ is contained in the halfspace of $H_{i j}$ that contains $s_{i}-s_{j}$ : A property "an object is contained in a halfspace" is not destroyed if we translate both the object and the halfspace by the same amount (namely hy $-s_{j}$ ). Similarly, $P$ is contained in the halfspace or $I_{i j}+s_{i}$ that contains $s_{j}$ if and only if $P-s_{i}$ is contained in the halfspace of $H_{i j}$ that contains $s_{j}-s_{i}$.
Putting both statements together, we find that the polytope $P$ is contained in the strip between $H_{i j}+s_{i}$ and $H_{i j}+s_{j}$ if and only if $P-s_{i}$ and $P-s_{j}$ lie in different halfspaces with respect to the hyperplane $H_{i j}$.

This correspondence is illustrated by the sketch in the margin.
Furthermore, from $s_{i} \in P=\operatorname{conv}(S)$ we get that the origin 0 is contained in all the translates $P-s_{i}\left(s_{i} \in S\right)$. Thus we see that the sets $P-s_{i}$ all intersect in 0 , but they only touch: their interiors are pairwise disjoint, since they lie on opposite sides of the corresponding hyperplanes $H_{i j}$.
(4) This we get for free: "the translates must touch pairwise" is a weaker condition than "they intersect in a common point, but only touch." Similarly, we can relax the conditions by letting $P$ be an arbitrary convex $d$-polytope in $\mathbb{R}^{d}$. Furthermore, we may replace $S$ by $-S$.
(5) Here " $\geq$ " is trivial, but that is not the interesting direction for us. We have to start with a configuration $S \subseteq \mathbb{R}^{d}$ and an arbitrary d-polytope $Q \subseteq \mathbb{R}^{d}$ such that the translates $Q+s_{i}\left(s_{i} \in S\right)$ touch pairwise. The claim is that in this situation we can use

$$
Q^{*}:=\left\{\frac{1}{2}(\boldsymbol{x}-\boldsymbol{y}) \in \mathbb{R}^{d}: \boldsymbol{x}, \boldsymbol{y} \in Q\right\}
$$

instead of $Q$. But this is not hard to see: First, $Q^{*}$ is $d$-dimensional, convex, and centrally symmetric. One can check that $Q^{*}$ is a polytope (its vertices are of the form $\frac{1}{2}\left(\boldsymbol{q}_{i}-\boldsymbol{q}_{j}\right)$, for vertices $\boldsymbol{q}_{i}, \boldsymbol{q}_{j}$ of $Q$ ), but this is not important for us.
Now we will show that $Q+s_{i}$ and $Q+s_{j}$ touch if and only if $Q^{*}+s_{i}$ and $Q^{*}+s_{j}$ touch. For this we note, in the footsteps of Minkowski, that

$$
\begin{aligned}
\left(Q^{*}+s_{i}\right) & \cap\left(Q^{*}+s_{j}\right) \neq \varnothing \\
& \Longleftrightarrow \exists \boldsymbol{q}_{i}^{\prime}, \boldsymbol{q}_{i}^{\prime \prime}, \boldsymbol{q}_{j}^{\prime}, \boldsymbol{q}_{j}^{\prime \prime} \in Q: \frac{1}{2}\left(\boldsymbol{q}_{i}^{\prime}-\boldsymbol{q}_{i}^{\prime \prime}\right)+\boldsymbol{s}_{i}=\frac{1}{2}\left(\boldsymbol{q}_{j}^{\prime}-\boldsymbol{q}_{j}^{\prime \prime}\right)+\boldsymbol{s}_{j} \\
& \Longleftrightarrow \exists \boldsymbol{q}_{i}^{\prime}, \boldsymbol{q}_{i}^{\prime \prime}, \boldsymbol{q}_{j}^{\prime}, \boldsymbol{q}_{j}^{\prime \prime} \in Q: \frac{1}{2}\left(\boldsymbol{q}_{i}^{\prime}+\boldsymbol{q}_{j}^{\prime \prime}\right)+\boldsymbol{s}_{i}=\frac{1}{2}\left(\boldsymbol{q}_{j}^{\prime}+\boldsymbol{q}_{i}^{\prime \prime}\right)+\boldsymbol{s}_{j} \\
& \Longleftrightarrow \exists \boldsymbol{q}_{i}, \boldsymbol{q}_{j} \in Q: \boldsymbol{q}_{i}+\boldsymbol{s}_{i}=\boldsymbol{q}_{j}+\boldsymbol{s}_{j} \\
& \Longleftrightarrow\left(Q+\boldsymbol{s}_{i}\right) \cap\left(Q+\boldsymbol{s}_{j}\right) \neq \varnothing
\end{aligned}
$$

where in the third (and crucial) equivalence " $\Longleftrightarrow$ " we use that every $\boldsymbol{q} \in Q$ can be written as $\boldsymbol{q}=\frac{1}{2}(\boldsymbol{q}+\boldsymbol{q})$ to get " $\Leftarrow$ ", and that $Q$ is convex and thus $\frac{1}{2}\left(\boldsymbol{q}_{i}^{\prime}+\boldsymbol{q}_{j}^{\prime \prime}\right), \frac{1}{2}\left(\boldsymbol{q}_{j}^{\prime}+\boldsymbol{q}_{i}^{\prime \prime}\right) \in Q$ to see $" \Rightarrow "$.
Thus the passage from $Q$ to $Q^{*}$ (known as Minkowski symmetrization) preserves the property that two translates $Q+s_{i}$ and $Q+s_{j}$ intersect. That is, we have shown that for any convex set $Q$, two translates $Q+s_{i}$ and $Q+s_{j}$ intersect if and only if the translates $Q^{*}+s_{i}$ and $Q^{*}+s_{j}$ intersect.

The following characterization shows that Minkowski symmetrization also preserves the property that two translates touch:
$Q+s_{i}$ and $Q+s_{j}$ touch if and only if they intersect, while $Q+s_{i}$ and $Q+s_{j}+\varepsilon\left(s_{j}-s_{i}\right)$ do not intersect for any $\varepsilon>0$.
(6) Assume that $Q^{*}+s_{i}$ and $Q^{*}+s_{j}$ touch. For every intersection point

$$
\boldsymbol{x} \in\left(Q^{*}+\boldsymbol{s}_{i}\right) \cap\left(Q^{*}+\boldsymbol{s}_{j}\right)
$$




Scaling factor $\frac{1}{2}, \operatorname{vol}\left(P_{j}\right)=\frac{1}{8} \operatorname{vol}(P)$
we have

$$
x-s_{i} \in Q^{*} \quad \text { and } \quad x-s_{j} \in Q^{*},
$$

thus, since $Q^{*}$ is centrally symmetric,

$$
\boldsymbol{s}_{i}-\boldsymbol{x}=-\left(\boldsymbol{x}-\boldsymbol{s}_{i}\right) \in Q^{*}
$$

and hence, since $Q^{*}$ is convex,

$$
\frac{1}{2}\left(s_{i}-s_{j}\right)=\frac{1}{2}\left(\left(x-s_{j}\right)+\left(s_{i}-x\right)\right) \in Q^{*}
$$

We conclude that $\frac{1}{2}\left(s_{i}+s_{j}\right)$ is contained in $Q^{*}+s_{j}$ for all $i$. Consequently, for $P:=\operatorname{conv}(S)$ we get

$$
P_{j}:=\frac{1}{2}\left(P+s_{j}\right)=\operatorname{conv}\left\{\frac{1}{2}\left(s_{i}+s_{j}\right): s_{i} \in S\right\} \subseteq Q^{*}+s_{j}
$$

which implies that the sets $P_{j}=\frac{1}{2}\left(P+s_{j}\right)$ can only touch.
Finally, the sets $P_{j}$ are contained in $P$, because all the points $s_{i}, s_{j}$ and $\frac{1}{2}\left(s_{i}+s_{j}\right)$ are in $P$, since $P$ is convex. But the $P_{j}$ are just smaller, scaled, translates of $P$, contained in $P$. The scaling factor is $\frac{1}{2}$, which implies that

$$
\operatorname{vol}\left(P_{j}\right)=\frac{1}{2^{d}} \operatorname{vol}(P)
$$

since we are dealing with $d$-dimensional sets. This means that at most $2^{d}$ sets $P_{j}$ fit into $P$, and hence $|S| \leq 2^{d}$.
This completes our proof: the chain of inequalities is closed.
...but that's not the end of the story. Danzer and Grünbaum asked the following natural question:

What happens if one requires all angles to be acute rather than just non-obtuse, that is, if right angles are forbidden?

They constructed configurations of $2 d-1$ points in $\mathbb{R}^{d}$ with only acute angles, conjecturing that this may be best possible. Griunbaum proved that this is indced true for $d \leq 3$. But twenty-one years later, in 1983, Paul Erdős and Zoltan Füredi showed that the conjecture is false - quite dramatically, if the dimension is high! Their proof is a great example for the power of probabilistic arguments; see Chapter 35 for an introduction to the "probabilistic method." Our version of the proof uses a slight improvement in the choice of the parameters due to our reader David Bevan.
Theorem 2. For every $d \geq 2$, there is a set $S \subseteq\{0,1\}^{d}$ of $2\left\lfloor\frac{\sqrt{6}}{9}\left(\frac{2}{\sqrt{3}}\right)^{d}\right\rfloor$ points in $\mathbb{R}^{d}$ (vertices of the unit d-cube) that determine only acute angles. In particular, in dimension $d=34$ there is a set of $72>2.34-1$ points with only acute angles.
Proof. Set $m:=\left\lfloor\frac{\sqrt{6}}{9}\left(\frac{2}{\sqrt{3}}\right)^{d}\right\rfloor$, and pick $3 m$ vectors

$$
\boldsymbol{x}(1), \boldsymbol{x}(2), \ldots, \boldsymbol{x}(3 m) \in\{0,1\}^{d}
$$

by choosing all their coordinates independently and randomly, to be cither 0 or 1 , with probability $\frac{1}{2}$ for each alternative. (You may toss a perfect coin $3 m d$ times for this; however, if $d$ is large you may get bored by this soon.)

We have seen above that all angles determined by $0 / 1$-vectors are nonobtuse. Three vectors $\boldsymbol{x}(i), \boldsymbol{x}(j), \boldsymbol{x}(k)$ determine a right angle with apex $\boldsymbol{x}(j)$ if and only if the scalar product $\langle\boldsymbol{x}(i)-\boldsymbol{x}(j), \boldsymbol{x}(k)-\boldsymbol{x}(j)\rangle$ vanishes, that is, if we have

$$
x(i)_{\ell}-x(j)_{\ell}=0 \quad \text { or } \quad x(k)_{\ell}-x(j)_{\ell}=0 \quad \text { for each coordinate } \ell .
$$

We call $(i, j, k)$ a bad triple if this happens. (If $\boldsymbol{x}(i)=\boldsymbol{x}(j)$ or $\boldsymbol{x}(j)=$ $\boldsymbol{x}(k)$, then the angle is not defined, but also then the triple $(i, j, k)$ is certainly bad.)
The probability that one specific triple is bad is exactly $\left(\frac{3}{4}\right)^{d}$ : Indeed, it will be good if and only if, for one of the $d$ coordinates $\ell$, we get

$$
\begin{array}{lll}
\text { either } & x(i)_{\ell}=x(k)_{\ell}=0, & x(j)_{\ell}=1, \\
\text { or } & x(i)_{\ell}=x(k)_{\ell}=1, & x(j)_{\ell}=0 .
\end{array}
$$

This leaves us with six bad options out of eight equally likely ones, and a triple will be bad if and only if one of the bad options (with probability $\frac{3}{4}$ ) happens for each of the $d$ coordinates.
The number of triples we have to consider is $3\binom{3 m}{3}$, since there are $\binom{3 m}{3}$ sets of three vectors, and for each of them there are three choices for the apex. Of course the probabilities that the various triples are bad are not independent: but linearity of expectation (which is what you get hy averaging over all possible selections; see the appendix) yields that the expected number of bad triples is exactly $3\binom{3 m}{3}\left(\frac{3}{4}\right)^{d}$. This means - and this is the point where the probabilistic method shows its power - that there is some choice of the $3 m$ vectors such that there are at most $3\binom{3 m}{3}\left(\frac{3}{4}\right)^{d}$ bad triples, where

$$
3\binom{3 m}{3}\left(\frac{3}{4}\right)^{d}<3 \frac{(3 m)^{3}}{6}\left(\frac{3}{4}\right)^{d}=m^{3}\left(\frac{9}{\sqrt{6}}\right)^{2}\left(\frac{3}{4}\right)^{d} \leq m,
$$

by the choice of $m$.
But if there are not more than $m$ bad triples, then we can remove $m$ of the $3 m$ vectors $x(i)$ in such a way that the remaining $2 m$ vectors don't contain a bad triple, that is, they determine acute angles only.

The "probabilistic construction" of a large set of $0 / 1$-points without right angles can be easily implemented, using a random number generator to "flip the coin." David Bevan has thus constructed a set of 31 points in dimension $d-15$ that determines only acute angles.

## Appendix: Three tools from probability

Here we gather three basic tools from discrete probability theory which will come up several times: random variables, linearity of expectation and Markov's inequality.

Let $(\Omega, p)$ be a finite probability space, that is, $\Omega$ is a finite set and $p=$ Prob is a map from $\Omega$ into the interval $[0,1]$ with $\sum_{\omega \in \Omega 2} p(\omega)=1$. A random variable $X$ on $\Omega$ is a mapping $X: \Omega \longrightarrow \mathbb{R}$. We define a probability space on the image set $X(\Omega)$ by setting $p(X=x):=\sum_{X(\omega)=x} p(\omega)$. A simple example is an unbiased dice (all $p(\omega)=\frac{1}{6}$ ) with $X=$ "the number on top when the dice is thrown."
The expectation $F X$ of $X$ is the average to be expected, that is,

$$
E X=\sum_{\omega \in \Omega} p(\omega) X(\omega)
$$

Now suppose $X$ and $Y$ are two random variables on $\Omega$, then the sum $X+Y$ is again a random variable, and we obtain

$$
\begin{aligned}
E(X+Y) & =\sum_{\omega} p(\omega)(X(\omega)+Y(\omega)) \\
& =\sum_{\omega} p(\omega) X(\omega)+\sum_{\omega} p(\omega) Y(\omega)=E X+E Y
\end{aligned}
$$

Clearly, this can be extended to any finite linear combination of random variables - this is what is called the linearity of expectation. Note that it needs no assumption tbat the random variables have to be "independent" in any sense!
Our third tool concerns randorn variables $X$ which take only nonnegative values, shortly denoted $X \geq 0$. Let

$$
\operatorname{Prob}(X \geq a)=\sum_{\omega: X(\omega) \geq a} p(\omega)
$$

be the probability that $X$ is at least as large as some $a>0$. Then

$$
E X=\sum_{\omega: X(\omega) \geq a} p(\omega) X(\omega)+\sum_{\omega: X(\omega)<a} p(\omega) X(\omega) \geq a \sum_{\omega: X(\omega) \geq a} p(\omega)
$$

and we have proved Markov's inequality

$$
\operatorname{Prob}(X \geq a) \leq \frac{F X}{a}
$$
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## Borsuk's conjecture

Karol Borsuk's paper "Three theorems on the $n$-dimensional euclidean sphere" from 1933 is famous because it contained an important result (conjectured by Stanisław Ulam) that is now known as the Borsuk-Ulam theorem:

Every continuous map $f: S^{d} \rightarrow \mathbb{R}^{d}$ maps two antipodal points of the sphere $S^{d}$ to the same point in $\mathbb{R}^{d}$.

The same paper is famous also because of a problem posed at its end, which became known as Borsuk's Conjecture:

## 显

Can every set $S \subseteq \mathbb{R}^{d}$ of bounded diameter diam $(S)>0$ be partitioned into at most $d+1$ sets of smaller diameter?

The bound of $d+1$ is best possible: if $S$ is a regular $d$-dimensional simplex, or just the set of its $d+1$ vertices, then no part of a diameter-reducing partition can contain more than one of the simplex vertices. If $f(d)$ denotes the smallest number such that every bounded set $S \subseteq \mathbb{R}^{d}$ has a diameterreducing partition into $f(d)$ parts, then the example of a regular simplex establishes $f(d) \geq d+1$.
Borsuk's conjecture was proved for the case when $S$ is a sphere (by Borsuk himself), for smooth bodies $S$ (using the Borsuk-Ulam theorem), for $d \leq$ $3, \ldots$ but the general conjecture remained open. The best available upper bound for $f(d)$ was established by Oded Schramm, who showed that

$$
f(d) \leq(1.23)^{d}
$$

for all large enough $d$. This bound looks quite weak compared with the conjecture " $f(d)=d+1$ ", but it suddenly seemed reasonable when Jeff Kahn and Gil Kalai dramatically disproved Borsuk's conjecture in 1993. Sixty years after Borsuk's paper, Kahn and Kalai proved that $f(d) \geq(1.2)^{\sqrt{d}}$ holds for large enough $d$.
A Book version of the Kahn-Kalai proof was provided by A. Nilli: brief and self-contained, it yields an explicit counterexample to Borsuk's conjecture in dimension $d=946$. We present here a modification of this proof, due to Andrei M. Raigorodskii and to Bernulf Weißbach, which reduces the dimension to $d=561$, and even to $d=560$. The current "record" is $d=298$, achieved by Aicke Hinrichs and Christian Richter in 2002.

## Chapter 15



Karol Borsuk


Any $d$-simplex can be split into $d+1$ pieces, each of smaller diameter.

A. Nilli

$$
\begin{aligned}
& \boldsymbol{x}=\left(\begin{array}{r}
1 \\
-1 \\
-1 \\
1 \\
-1
\end{array}\right) \Longrightarrow \\
& \boldsymbol{x}^{T}=\left(\begin{array}{rrrrr}
1 & -1 & -1 & 1 & -1
\end{array}\right) \\
& \boldsymbol{x}^{T}
\end{aligned}=\left(\begin{array}{rrrrr}
1 & -1 & -1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & -1 \\
-1 & 1 & 1 & -1 & 1
\end{array}\right) .
$$

Theorem. Let $q=p^{m}$ be a prime power, $n:=4 q-2$, and $d:=\binom{n}{2}=$ $(2 q-1)(4 q-3)$. Then there is a set $S \subseteq\{+1,-1\}^{d}$ of $2^{n-2}$ points in $\mathbb{R}^{d}$ such that every partition of $S$, whose parts have smaller diameter than $S$, has at least

$$
\frac{2^{n-2}}{\sum_{i=0}^{q-2}\binom{n-1}{i}}
$$

parts. For $\mathrm{q}=9$ this implies that the Borsuk conjecture is false in dimension $d=561$. Furthermore, $f(d)>(1.2)^{\sqrt{d}}$ holds for all large enough $d$.

Proof. The construction of the set $S$ proceeds in four steps.
(1) Let $q$ be a prime power, set $n=4 q-2$, and let

$$
Q:=\left\{x \in\{+1,-1\}^{n}: x_{1}=1, \#\left\{i: x_{i}=-1\right\} \text { is even }\right\} .
$$

This $Q$ is a set of $2^{n-2}$ vectors in $\mathbb{R}^{n}$. We will see that $\langle\boldsymbol{x}, \boldsymbol{y}\rangle=2(\bmod 4)$ holds for all vectors $\boldsymbol{x}, \boldsymbol{y} \in Q$. We will call $\boldsymbol{x}, \boldsymbol{y}$ nearly-orthogonal if $|\langle\boldsymbol{x}, \boldsymbol{y}\rangle|=2$. We will prove that any subset $Q^{\prime} \subseteq Q$ which contains no nearly-orthogonal vectors must be "small": $\left|Q^{\prime}\right| \leq \sum_{i=0}^{4-2}\binom{n-1}{i}$.
(2) From $Q$, we construct the set

$$
R:=\left\{\boldsymbol{x} \boldsymbol{x}^{T}: \boldsymbol{x} \in Q\right\}
$$

of $2^{n-2}$ symmetric ( $n \times n$ )-matrices of rank 1 . We interpret them as vectors with $n^{2}$ components, $R \subseteq \mathbb{R}^{n^{2}}$. We will show that there are only acute angles between these vectors: they have positive scalar products, which are at least 4, Furthermore, if $\Omega^{\prime} \subseteq R$ contains no two vectors with minimal scalar product 4, then $\left|R^{\prime}\right|$ is "small": $\left|R^{\prime}\right| \leq \sum_{i=0}^{q-2}\binom{n-1}{i}$.

## Vectors, matrices, and scalar products

In our notation all vectors $\boldsymbol{x}, \boldsymbol{y}, \ldots$ are column vectors; the transposed vectors $\boldsymbol{x}^{T}, \boldsymbol{y}^{T}, \ldots$ are thus row vectors. The matrix product $\boldsymbol{x} \boldsymbol{x}^{T}$ is a matrix of rank 1 , with $\left(\boldsymbol{x} \boldsymbol{x}^{T}\right)_{i j}=x_{i} x_{j}$.
If $x, y$ are column vectors, then their scalar product is

$$
\langle\boldsymbol{x}, \boldsymbol{y}\rangle=\sum_{i} x_{i} y_{i}=\boldsymbol{x}^{T} \boldsymbol{y} .
$$

We will also need scalar products for matrices $X, Y \in \mathbb{R}^{n \times n}$ which can be interpreted as vectors of length $n^{2}$, and thus their scalar product is

$$
\langle X, Y\rangle:=\sum_{i, j} x_{i j} y_{i j} .
$$

(3) From $R$, we obtain the set of points in $\mathbb{R}^{\binom{n}{2}}$ whose coordinates are the subdiagonal entries of the corresponding matrices:

$$
S:=\left\{\left(\boldsymbol{x} \boldsymbol{x}^{T}\right)_{i>j}: \boldsymbol{x} \boldsymbol{x}^{T} \in R\right\} .
$$

Again, $S$ consists of $2^{n-2}$ points. The maximal distance between these points is precisely obtained for the nearly-orthogonal vectors $\boldsymbol{x}, \boldsymbol{y} \in Q$. We conclude that a subset $S^{\prime} \subseteq S$ of smaller diameter than $S$ must be "small": $\left|S^{\prime}\right| \leq \sum_{i=0}^{q-2}\binom{n-1}{i}$.
(4) Estimates: From (3) we see that one needs at least

$$
g(q):=\frac{2^{4 q-4}}{\sum_{i=0}^{q \cdot 2}\binom{4 q-3}{i}}
$$

parts in every diameter-reducing partition of $S$. Thus

$$
f(d) \geq \max \{g(q), d+1\} \quad \text { for } d=(2 q-1)(4 q-3)
$$

Therefore, whenever we have $g(q)>(2 q-1)(4 q-3)+1$, then we have a counterexample to Borsuk's conjecture in dimension $d=(2 q-1)(4 q-3)$. We will calculate below that $g(9)>562$, which yields the counterexample in dimension $d=561$, and that

$$
q(q)>\frac{e}{64 q^{2}}\left(\frac{27}{16}\right)^{q}
$$

which yields the asymptotic bound $f(d)>(1.2)^{\sqrt{d}}$ for $d$ large enough.
Details for (1): We start with some harmless divisibility considerations.
Lemma. The function $P(z):=\binom{z-2}{q-2}$ is a polynomial of degree $q-2$. It yields integer values for all integers $z$. The integer $P(z)$ is divisible by $p$ if and only if $z$ is not congruent to 0 or 1 modulo $q$.

Proof. For this we write the binomial coefficient as

$$
\begin{equation*}
P(z)=\binom{z-2}{q-2}=\frac{(z-2)(z-3) \cdot \ldots \cdot(z-q+1)}{(q-2)(q-3) \cdot \ldots \ldots \cdot 2 \cdot 1} \tag{*}
\end{equation*}
$$

and compare the number of $p$-factors in the denominator and in the numerator. The denominator has the same number of $p$-factors as $(q-2)!$, or as ( $q-1$ )!, since $q-1$ is not divisible by $p$. Indeed, by the claim in the margin we get an integer with the same number of $p$-factors if we take any product of $q-\mathrm{I}$ integers, one from each non-zero residue class modulo $q$.
Now if $z$ is congruent to 0 or $1(\bmod q)$, then the numerator is also of this type: All factors in the product are from different residue classes, and the only classes that do not occur are the zero class (the multiples of $q$ ), and the class either of -1 or of +1 , but neither +1 nor -1 is divisible by $p$. Thus denominator and numerator have the same number of $p$-factors, and hence the quotient is not divisible by $p$.

Claim. If $a \equiv b \not \equiv 0(\bmod q)$, then $a$ and $b$ have the same number of $p$ factors.

- Proof. Wc have $a=b+s p^{m}$, where $b$ is not divisible by $p^{m}=q$. So every power $p^{k}$ that divides $b$ satisfics $k<m$, and thus it also divides $a$. The statement is symmetric in $a$ and $b$.

On the other hand, if $z \not \equiv 0,1(\bmod q)$, then the numerator of $(*)$ contains one factor that is divisible by $q=p^{m}$. At the same time, the product has no factors from two adjacent nonzero residue classes: one of them represents numbers that have no $p$-factors at all, the other one has fewer $p$-factors than $q=p^{m}$. Hence there are more $p$-factors in the numerator than in the denominator, and the quotient is divisible by $p$.

Now we consider an arbitrary subset $Q^{\prime} \subseteq Q$ that does not contain any nearly-orthogonal vectors. We want to establish that $Q^{\prime}$ must be "small."

Claim 1. If $\boldsymbol{x}, \boldsymbol{y}$ are distinct vectors from $Q$, then $\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)$ is an integer in the range

$$
-(q-2) \leq \frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2) \leq q-1
$$

Both $\boldsymbol{x}$ and $\boldsymbol{y}$ have an even number of ( -1 -components, so the number of components in which $\boldsymbol{x}$ and $\boldsymbol{y}$ differ is even, too. Thus

$$
\langle\boldsymbol{x}, \boldsymbol{y}\rangle=(4 q-2)-2 \#\left\{i: x_{i} \neq y_{i}\right\} \equiv-2(\bmod 4)
$$

for all $\boldsymbol{x}, \boldsymbol{y} \in Q$, that is, $\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)$ is an integer.
From $\boldsymbol{x}, \boldsymbol{y} \in\{+1,-1\}^{4 q-2}$ we see that $-(4 q-2) \leq\langle\boldsymbol{x}, \boldsymbol{y}\rangle \leq 4 q-2$, that is, $-(q-1) \leq \frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2) \leq q$. The lower bound never holds with equality, since $x_{1}=y_{1}=1$ implies that $\boldsymbol{x} \neq-\boldsymbol{y}$. The upper bound holds with equality only if $\boldsymbol{x}=\boldsymbol{y}$.

Claim 2. For any $\boldsymbol{y} \in Q^{\prime}$, the polynomial in $n$ variables $x_{1}, \ldots, x_{n}$ of degree $q-2$ given by

$$
F_{\boldsymbol{y}}(\boldsymbol{x}):=P\left(\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)\right)=\binom{\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)-2}{q-2}
$$

satisfies that $F_{\boldsymbol{y}}(\boldsymbol{x})$ is divisible by $p$ for every $\boldsymbol{x} \in Q^{\prime} \backslash\{\boldsymbol{y}\}$, but not for $\boldsymbol{x}=\boldsymbol{y}$.

The representation by a binomial coefficient shows that $F_{\boldsymbol{y}}(\boldsymbol{x})$ is an integervalued polynomial. For $\boldsymbol{x}=\boldsymbol{y}$, we get $F_{\boldsymbol{y}}(\boldsymbol{y})=1$. For $\boldsymbol{x} \neq \boldsymbol{y}$, the Lemma yields that $F_{\boldsymbol{y}}(\boldsymbol{x})$ is not divisible by $p$ if and only if $\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)$ is congruent to 0 or $1(\bmod q)$. By Claim 1, this happens only if $\frac{1}{4}(\langle\boldsymbol{x}, \boldsymbol{y}\rangle+2)$ is either 0 or 1 , that is, if $\langle\boldsymbol{x}, \boldsymbol{y}\rangle \in\{-2,+2\}$. So $\boldsymbol{x}$ and $\boldsymbol{y}$ must be nearlyorthogonal for this, which contradicts the definition of $Q^{\prime}$.

Claim 3. The same is true for the polynomials $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$ in the $n-1$ variables $x_{2}, \ldots, x_{n}$ that are obtained as follows: Expand $F_{y}(\boldsymbol{x})$ into monomials and remove the variable $x_{1}$, and reduce all higher powers of other variables, by substituting $x_{1}=1$, and $x_{i}^{2}=1$ for $i>1$. The polynomials $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$ have degree at most $q-2$.

The vectors $\boldsymbol{x} \in Q \subseteq\{+1,-1\}^{n}$ all satisfy $x_{1}=1$ and $x_{i}^{2}=1$. Thus the substitutions do not change the values of the polynomials on the set $Q$. They also do not increase the degree, so $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$ has degree at most $q-2$.

Claim 4. There is no linear relation (with rational coefficients) between the polynomials $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$, that is, the polynomials $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$, $\boldsymbol{y} \subset Q^{\prime}$, are linearly independent over $\mathbb{Q}$. In particular, they are distinct.

Assume that there is a relation of the form $\sum_{\boldsymbol{y} \in Q^{\prime}} \alpha_{\boldsymbol{y}} \bar{F}_{\boldsymbol{y}}(\boldsymbol{x})=0$ such that not all coefficients $\alpha_{y}$ are zero. After multiplication with a suitable scalar we may assume that all the coefficients are integers, but not all of them are divisible by $p$. But then for every $\boldsymbol{y} \in Q^{\prime}$ the evaluation at $\boldsymbol{x}:=\boldsymbol{y}$ yields that $\alpha_{\boldsymbol{y}} \bar{F}_{\boldsymbol{y}}(\boldsymbol{y})$ is divisible by $p$, and hence so is $\alpha_{\boldsymbol{y}}$, since $\bar{F}_{\boldsymbol{y}}(\boldsymbol{y})$ is not.

Claim 5. $\left|Q^{\prime}\right|$ is bounded by the number of squarefree monomials of degree at most $q-2$ in $n-1$ variables, which is $\sum_{i=0}^{q-2}\binom{n-1}{i}$.

By construction the polynomials $\bar{F}_{y}$ are squarefree: none of their monomials contains a variable with higher degrec than 1 . Thus each $\bar{F}_{\boldsymbol{y}}(\boldsymbol{x})$ is a linear combination of the squarefree monomials of degree at most $q-2$ in the $n-1$ variables $x_{2}, \ldots, x_{n}$. Since the polynomials $\bar{F}_{y}(\boldsymbol{x})$ are lincarly independent, their number (which is : $Q^{\prime} \mid$ ) cannot be larger than the number of monomials in question.

Details for (2): The first column of $\boldsymbol{x} \boldsymbol{x}^{T}$ is $\boldsymbol{x}$. Thus for distinct $\boldsymbol{x} \in Q$ we obtain distinct matrices $M(\boldsymbol{x}):=\boldsymbol{x} \boldsymbol{x}^{T}$. We interpret these matrices as vectors of length $n^{2}$ with components $x_{i} x_{j}$. A simple computation

$$
\begin{aligned}
\langle M(\boldsymbol{x}), M(\boldsymbol{y})\rangle & =\sum_{i=1}^{n} \sum_{j-1}^{n}\left(x_{i} x_{j}\right)\left(y_{i} y_{j}\right) \\
& =\left(\sum_{i=1}^{n} x_{i} y_{i}\right)\left(\sum_{j=1}^{n} x_{j} y_{j}\right)=\langle\boldsymbol{x}, \boldsymbol{y}\rangle^{2} \geq 4
\end{aligned}
$$

shows that the scalar product of $M(\boldsymbol{x})$ and $M(\boldsymbol{y})$ is minimized if and only if $\boldsymbol{x}, \boldsymbol{y} \in Q$ are nearly-orthogonal.

Details for (3): Let $U(x) \in\{+1,-1\}^{d}$ denote the vector of all subdiagonal entries of $M(\boldsymbol{x})$. Since $M(\boldsymbol{x})=x x^{T}$ is symmetric with diagonal values +1 , we see that $M(\boldsymbol{x}) \neq M(\boldsymbol{y})$ implies $U(\boldsymbol{x}) \neq U(\boldsymbol{y})$. Furthermore,

$$
4 \leq\langle M(\boldsymbol{x}), M(\boldsymbol{y})\rangle=2\langle U(\boldsymbol{x}), U(\boldsymbol{y})\rangle \mid n
$$

that is,

$$
\langle U(\boldsymbol{x}), U(\boldsymbol{y})\rangle \geq-\frac{n}{2}+2
$$

with equality if and only if $x$ and $\boldsymbol{y}$ are nearly-orthogonal. Since all the vec-
 tors $U(\boldsymbol{x}) \in S$ have the same length $\sqrt{\langle U(\boldsymbol{x}), U(\boldsymbol{x})\rangle}=\sqrt{\binom{n}{2}}$, this means that the maximal distance between points $U(\boldsymbol{x}), U(\boldsymbol{y}) \in S$ is achieved exactly when $\boldsymbol{x}$ and $\boldsymbol{y}$ are nearly-orthogonal.

Details for (4): For $q=9$ we have $g(9) \approx 758.31$, which is greater than $d+1=\binom{34}{2}+1=562$.

To obtain a general bound for large $d$, we use monotonicity and unimodality of the binomial coefficients and the estimates $n!>e\left(\frac{n}{e}\right)^{n}$ and $n!<e n\left(\frac{n}{e}\right)^{n}$ (see the appendix to Chapter 2) and derive

$$
\sum_{i=0}^{q-2}\binom{4 q-3}{i}<q\binom{4 q}{q}=q \frac{(4 q)!}{q!(3 q)!}<q \frac{e 4 q\left(\frac{4 q}{e}\right)^{4 q}}{e\left(\frac{q}{e}\right)^{q} e\left(\frac{3 q}{\epsilon}\right)^{3 q}}=\frac{4 q^{2}}{e}\left(\frac{256}{27}\right)^{q}
$$

Thus we conclude

$$
f(d) \geq g(q)=\frac{2^{4 q-4}}{\sum_{i=0}^{q-2}\binom{4 q-3}{i}}>\frac{e}{64 q^{2}}\left(\frac{27}{16}\right)^{q}
$$

From this, with

$$
\begin{gathered}
d=(2 q-1)(4 q-3)=5 q^{2}+(q-3)(3 q-1) \geq 5 q^{2} \quad \text { for } q \geq 3 \\
q=\frac{5}{8}+\sqrt{\frac{d}{8}+\frac{1}{64}}>\sqrt{\frac{d}{8}}, \quad \text { and } \quad\left(\frac{27}{16}\right)^{\sqrt{\frac{1}{8}}}>1.2032,
\end{gathered}
$$

we get

$$
f(d)>\frac{e}{13 d}(1.2032)^{\sqrt{d}}>(1.2)^{\sqrt{d}} \text { for all large enough } d .
$$

A counterexample of dimension 560 is obtained by noting that for $q=9$ the quotient $g(q) \approx 758$ is much larger than the dimension $d(q)=561$. Thus one gets a counterexample for $d=560$ by taking only the "three fourths" of the points in $S$ that satisfy $x_{21}+x_{31}+x_{32}=-1$.
Borsuk's conjecture is known to be true for $d \leq 3$, but it has not been verified for any larger dimension. In contrast to this, it is true up to $d=8$ if we restrict ourselves to subsets $S \subseteq\{1,-1\}^{d}$, as constructed above (see [8]). In either case it is quite possible that counterexamples can be found in reasonably small dimensions.
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## Sets, functions, and the continuum hypothesis

Set theory, founded by Georg Cantor in the second half of the 19th century, has profoundly transformed mathematics. Modern day mathematics is unthinkable without the concept of a set, or as David Hilbert put it: "Nobody will drive us from the paradise (of set theory) that Cantor has created for us."
One of Cantor's basic concepts was the notion of the size or cardinality of a set $M$, denoted by $|M|$. For finite sets, this presents no difficulties: we just count the number of elements and say that $M$ is ant $n$-set or has size $n$. if $M$ contains precisely $n$ elements. Thus two finite sets $M$ and $N$ have equal size, $|M|=|N|$, if they contain the same number of elements.
To carry this notion of equal size over to infinite sets, we use the following suggestive thought experiment for finite sets. Suppose a number of people board a bus. When will we say that the number of people is the same as the number of available seats? Simple enough, we let all people sit down. If everyone finds a seat, and no seat remains empty, then and only then do the two sets (of the people and of the seats) agree in number. In other words, the two sizes are the same if there is a bijection of one set onto the other.
This is then our definition: Two arbitrary sets $M$ and $N$ (finite or infinite) are said to be of equal size or cardinality, if and only if there exists a bijection from $M$ onto $N$. Clearly, this notion of equal size is an equivalence relation, and we can thus associate a number, called cardinal number, to every class of equal-sized sets. For example, we obtain for finite sets the cardinal numbers $0,1,2, \ldots, n, \ldots$ where $n$ stands for the class of $n$-sets, and, in particular, 0 for the empty set $\varnothing$. We further observe the obvious fact that a proper subset of a finite set $M$ invariably has smaller size than $M$. The theory becomes very interesting (and highly non-intuitive) when we turn to infinite sets. Consider the set $\mathbb{N}=\{1,2,3, \ldots\}$ of natural numbers. We call a set $M$ countable if it can be put in one-to-one correspondence with $\mathbb{N}$. In other words, $M$ is countable if we can list the elements of $M$ as $m_{1}, m_{2}, m_{3}, \ldots$. But now a strange phenomenon occurs. Suppose we add to $\mathbb{N}$ a new element $x$. Then $\mathbb{N} \cup\{x\}$ is still countable, and hence has equal size with $\mathbb{N}$ !
This fact is delightfully illustrated by "Hilbert's hotel." Suppose a hotel has countably many rooms, numbered $1,2,3, \ldots$ with guest $g_{i}$ occupying room $i$; so the hotel is fully booked. Now a new guest $x$ arrives asking for a room, whereupon the hotel manager tells him: Sorry, all rooms are taken. No problem, says the new arrival, just move guest $g_{1}$ to room 2, $g_{2}$ to room $3, g_{3}$ to room 4 , and so on, and I will then take room 1 . To the
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manager's surprise (he is not a mathematician) this works; he can still put up all guests plus the new arrival $x$ !
Now it is clear that he can also put up another guest $y$, and another one $z$, and so on. In particular, we note that, in contrast to finite sets, it may well happen that a proper suhset of an infinite set $M$ has the same size as $M$. In fact, as we will see, this is a characterization of infinity: A set is infinite if and only if it has the same size as some proper subset.
Let us leave Hilbert's hotel and look at our familiar numher sets. The set $\mathbb{Z}$ of integers is again countable, since we may enumerate $\mathbb{Z}$ in the form $\mathbb{Z}=\{0,1,-1,2,-2,3,-3, \ldots\}$. It may come more as a surprise that the rationals can be enumerated in a similar way.

Theorem 1. The set $\mathbb{Q}$ of rational numbers is countable.


Proof. By listing the set $\mathbb{Q}^{+}$of positive rationals as suggested in the figure in the margin, but leaving out numbers already encountered, we see that $\mathbb{Q}^{+}$is countable, and hence so is $\mathbb{Q}$ by listing 0 at the heginning and $-\frac{p}{q}$ right after $\underset{q}{p}$. With this listing

$$
\mathbb{Q}=\left\{0,1,-1,2,-2, \frac{1}{2},-\frac{1}{2}, \frac{1}{3},-\frac{1}{3}, 3,-3,4,-4, \frac{3}{2},-\frac{3}{2}, \ldots\right\}
$$

Another way to interpret the figure is the following statement:
The union of countably many countable sets $M_{n}$ is again countable.
Indeed, set $M_{n}=\left\{a_{n 1}, a_{n 2}, a_{n 3}, \ldots\right\}$ and list

$$
\bigcup_{n=1}^{\infty} M_{n}=\left\{a_{11}, a_{21}, a_{12}, a_{13}, a_{22}, a_{31}, a_{41}, a_{32}, a_{23}, a_{14}, \ldots\right\}
$$

precisely as hefore.
Let us contemplate Cantor's enumeration of the positive rationals a hit more. Looking at the figure we obtained the sequence

$$
\frac{1}{1}, \frac{2}{1}, \frac{1}{2}, \frac{1}{3}, \frac{2}{2}, \frac{3}{1}, \frac{4}{1}, \frac{3}{2}, \frac{2}{3}, \frac{1}{4}, \frac{1}{5}, \frac{2}{4}, \frac{3}{3}, \frac{4}{2}, \frac{5}{1}, \ldots
$$

and then had to strike out the duplicates such as $\frac{2}{2}=\frac{1}{1}$ or $\frac{2}{4}=\frac{1}{2}$.
But there is a listing that is even more elegant and systematic, and which contains no duplicates - found only quite recently by Neil Calkin and Herhert Wilf. Their new list starts as follows:

$$
\frac{1}{1}, \frac{1}{2}, \frac{2}{1}, \frac{1}{3}, \frac{3}{2}, \frac{2}{3}, \frac{3}{1}, \frac{1}{4}, \frac{4}{3}, \frac{3}{5}, \frac{5}{2}, \frac{2}{5}, \frac{5}{3}, \frac{3}{4}, \frac{4}{1}, \ldots
$$

Here the denominator of the $n$-th rational number equals the numerator of the $(n+1)$-st number. In other words, the $n$-th fraction is $b(n) / b(n+1)$, where $(b(n))_{n \geq 0}$ is a sequence that starts with

$$
(1,1,2,1,3,2,3,1,4,3,5,2,5,3,4,1,5, \ldots)
$$

This sequence has first been studied by a German mathematician, Moritz Abraham Stern, in a paper from 1858, and is has become known as "Stern's diatomic series."

How do we obtain this sequence, and hence the Calkin-Wilf listing of the positive fractions? Consider the infinite binary tree in the margin. We immediately note its recursive rule:

- $\frac{1}{1}$ is on top of the tree, and
- every node $\frac{i}{j}$ has two sons: the left son is $\frac{i}{i+j}$ and the right son is $\frac{i+j}{j}$.

We can easily check the following four properties:
(1) All fractions in the tree are reduced, that is, if $\frac{r}{s}$ appears in the tree, then $r$ and $s$ are relatively prime.

This holds for the top $\frac{1}{1}$, and then we use induction downward. If $r$ and $s$ are relatively prime, then so are $r$ and $r+s$, as well as $s$ and $r+s$.
(2) Every reduced fraction $\frac{r}{s}>0$ appears in the tree.

We use induction on the sum $r+s$. The smallest value is $r+s=2$, that is $\frac{r}{s}=\frac{1}{1}$, and this appears at the top. If $r>s$, then $\frac{r-s}{s}$ appears in the tree by induction, and so we get $\frac{r}{s}$ as its right son. Similarly, if $r<s$, then $\frac{r}{s-r}$ appears, which has $\frac{r}{s}$ as its left son.
(3) Every reduced fraction appears exactly once.

The argument is similar. If $\frac{r}{s}$ appears more than once, then $r \neq s$, since any node in the tree except the top is of the form $\frac{i}{i+j}<1$ or $\frac{i+j}{j}>1$. But if $r>s$ or $r<s$, then we argue by induction as before.
Every positive rational appears therefore exactly once in our tree, and we may write them down listing the numbers level-by-level from left to right. This yields precisely the initial segment shown above.
(4) The denominator of the $n$-th fraction in our list equals the numerator of the $(n+1)$-st.

This is certainly true for $n=0$, or when the $n$-th fraction is a left son. Suppose the $n$-th number $\frac{r}{s}$ is a right son. If $\frac{r}{s}$ is at the right boundary, then $s=1$, and the successor lies at the left boundary and has numerator 1 . Finally, if $\frac{r}{s}$ is in the interior, and $\frac{r^{\prime}}{s^{\prime}}$ is the next fraction in our sequence, then $\frac{r}{s}$ is the right son of $\frac{r-s}{s}, \frac{r^{\prime}}{s^{\prime}}$ is the left son of $\frac{r^{\prime}}{s^{\prime} \cdot r^{\prime}}$, and by induction the denominator of $\frac{r-s}{s}$ is the numerator of $\frac{r^{\prime}}{s^{\prime}-r^{\prime}}$, so we get $s=r^{\prime}$.
Well, this is nice, but there is even more to come. There are two natural questions:

- Does the sequence $(b(n))_{n \geq 0}$ have a "meaning"? That is, does $b(n)$ count anything simple?
- Given $\frac{r}{s}$, is there an easy way to determine the successor in the listing?


For example, $h(6)=3$, with the hyperbinary representations
$6-4+2$
$6=4+1+1$
$6=2+2+1+1$.

To answer the first question, we work out that the node $b(n) / b(n+1)$ has the two sons $b(2 n+1) / b(2 n+2)$ and $b(2 n+2) / b(2 n+3)$. By the set-up of the tree we obtain the recursions

$$
\begin{equation*}
b(2 n+1)=b(n) \quad \text { and } \quad b(2 n+2)=b(n)+b(n+1) \tag{1}
\end{equation*}
$$

With $b(0)=1$ the sequence $(b(n))_{n \geq 0}$ is completely determined by (1).
So, is there a "nice" "known" sequence which obeys the same recursion? Yes, there is. We know that any number $n$ can be uniquely written as a sum of distinct powers of 2 - this is the usual binary representation of $n$. A hyper-binary representation of $n$ is a rcpresentation of $n$ a sum of powers of 2 , where every power $2^{k}$ appears at most twice. Let $h(n)$ be the number of such representations for $n$. You arc invited to check that the sequence $h(n)$ obeys the rccursion (1), and this gives $b(n)=h(n)$ for all $n$.
Incidentally, we have proved a surprising fact: Let $\frac{r}{s}$ be a reduced fraction, there exists precisely one integer $n$ with $r=h(n)$ and $s=h(n+1)$.
Let us look at the second question. We have in our tree


We now use this to gencrate an even larger infinite binary tree (without a root) as follows:
 of the positive rationals (starting with an additional $\frac{0}{1}$ ).

So how does one get from one rational to the next? To answer this, we first record that for every rational $x$ its right son is $x+1$, the right grand-son is $x+2$, so the $k$-fold right son is $x+k$. Similarly, the left son of $x$ is $\frac{x}{1+x}$, whose left son is $\frac{x}{1+2 x}$, and so on: The $k$-fold left son of $x$ is $\frac{x}{1+k x}$.
Now to find how to get from $\frac{r}{s}=x$ to the "next" rational $f(x)$ in the listing, we have to analyze the situation depicted in the margin. In fact, if we consider any nonnegative rational number $x$ in our infinite binary tree, then it is the $k$-fold right son of the left son of some rational $y \geq 0$ (for some $k \geq 0$ ), while $f(x)$ is given as the $k$-fold left son of the right son of the same $y$. Thus with the formulas for $k$-fold left sons and $k$-fold right sons, we get

$$
x=\frac{y}{1+y}+k
$$

as claimed in the figure in the margin. Here $k=\lfloor x\rfloor$ is the integral part of $x$, while $\frac{y}{1+y}=\{x\}$ is the fractional part. And from this we obtain

$$
f(x)=\frac{y+1}{1+k(y+1)}=\frac{1}{\frac{1}{y+1}+k}=\frac{1}{k+1-\frac{y}{y+1}}=\frac{1}{\lfloor x\rfloor+1-\{x\}} .
$$

Thus we have obtained a beautiful formula for the successor $f(x)$ of $x$, found very recently by Moshe Newman:

## The function

$$
x \longmapsto f(x)=\frac{1}{\lfloor x\rfloor+1-\{x\}}
$$

generates the Calkin-Wilf sequence

$$
\frac{1}{1} \mapsto \frac{1}{2} \mapsto \frac{2}{1} \mapsto \frac{1}{3} \mapsto \frac{3}{2} \mapsto \frac{2}{3} \mapsto \frac{3}{1} \mapsto \frac{1}{4} \mapsto \frac{4}{3} \mapsto \ldots
$$

which contains every positive rational number exactly once.

The Calkin-Wilf-Newman way to enumerate the positive rationals has a number of additional remarkable properties. For example, one may ask for a fast way to determine the $n$-th fraction in the sequence, say for $n=10^{6}$. Here it is:

To find the $n$-th fraction in the Calkin-Wilf sequence, express $n$ as a binary number $n=\left(b_{k} b_{k-1} \ldots b_{1} b_{0}\right)_{2}$, and then follow the path in the Calkin-Wilf tree that is determined by its digits, starting at $\frac{s}{t}=\frac{0}{1}$.
Here $b_{i}=1$ means "take the right son," that is, "add the denominator to the numerator," while $b_{i}=0$ means "take the left son," that is, "add the numerator to the denominator."

The figure in the margin shows the resulting path for $n=25=(11001)_{2}$ : So the 25 th number in the Calkin-Wilf sequence is $\frac{7}{5}$. The reader could easily work out a similar scheme that computes for a given fraction $\frac{s}{t}$ (the binary representation of its position $n$ in the Calkin-Wilf sequence.

$$
\frac{y}{1+y}+k \frac{y+1}{1+k(y+1)}
$$

Let us move on to the real numbers $\mathbb{R}$. Are they still countable? No, they are not, and the means by which this is shown - Cantor's diagonalization method - is not only of fundamental importance for all of set theory, but certainly belongs into The Book as a rare stroke of genius.

Theorem 2. The set $\mathbb{R}$ of real numbers is not countable.
Proof. Any subset $N$ of a countable set $M \ddot{-}\left\{m_{1}, m_{2}, r n_{3}, \ldots\right\}$ is at most countable (that is, finite or countable). In fact, just list the elements of $N$ as they appear in $M$. Accordingly, if we can find a subset of $\mathbb{R}$ which is not countable, then a fortiori $\mathbb{R}$ cannot be countable. The subset $M$ of $\mathbb{R}$ we want to look at is the interval $(0,1]$ of all positive real numbers $r$ with $0<r \leq 1$. Suppose, to the contrary, that $M$ is countable, and let $M=\left\{r_{1}, r_{2}, r_{3}, \ldots\right\}$ be a listing of $M$. We write $r_{n}$ as its unique infinite decimal expansion without an infinite sequence of zeros at the end:

$$
r_{n}=0 . a_{n 1} a_{n 2} a_{n 3} \ldots
$$

where $a_{n i} \in\{0,1, \ldots, 9\}$ for all $n$ and $i$. For example, $0.7=0.6999 \ldots$ Consider now the doubly infinite array

$$
\begin{aligned}
r_{1} & =0 . a_{11} a_{12} a_{13} \cdots \\
r_{2} & =0 . a_{21} a_{22} a_{23} \cdots \\
\vdots & \vdots \\
r_{n} & =0 . a_{n 1} a_{n 2} a_{n 3} \cdots
\end{aligned}
$$

For cvery $n$, choose $b_{n} \in\{1, \ldots, 8\}$ different from $a_{n n}$; clearly this can be done. Then $b=0 . b_{1} b_{2} b_{3} \ldots b_{n} \ldots$ is a real number in our set $M$ and hence must have an index, say $b=r_{k}$. But this cannot be, since $b_{k}$ is different from $a_{k k}$. And this is the whole proof!

Let us stay with the real numbers for a moment. We note that all four types of intervals $(0,1),(0,1],[0,1)$ and $[0,1\}$ have the same size. As an example, we verify that $(0,1]$ and $(0,1)$ have equal cardinality. The map $f:(0,1] \longrightarrow(0,1), x \longmapsto y$ defined by

$$
y:=\left\{\begin{array}{ccc}
\frac{3}{2}-x & \text { for } & \frac{1}{2}<x \leq 1 \\
\frac{3}{4}-x & \text { for } & \frac{1}{4}<x \leq \frac{1}{2} \\
\frac{3}{8}-x & \text { for } & \frac{1}{8}<x \leq \frac{1}{4} \\
\vdots & &
\end{array}\right.
$$

does the job. Indeed, the map is bijective, since the range of $y$ in the first line is $\frac{1}{2} \leq y<1$, in the second line $\frac{1}{4} \leq y<\frac{1}{2}$, in the third line $\frac{1}{8} \leq y<\frac{1}{4}$, and so on.

Next we find that any two intervals (of finite length > ()) have equal size by considering the central projection as in the figure. Even more is true: Every interval (of length $>0$ ) has the same size as the whole real line $\mathbb{R}$. To see this, look at the bent open interval $(0,1)$ and project it onto $\mathbb{R}$ from the center $S$.

So, in conclusion, any open, half-open, closed (finite or infinite) interval of length $>0$ has the same size, and we denote this size by $c$, where $c$ stands for continuum (a name sometimes used for the interval [ 0,1 ]).

That finite and intinite intervals have the same size may come expected on second thought, but here is a fact that is downright counter-intuitive.

Theorem 3. The set $\mathbb{R}^{2}$ of all ordered pairs of real numbers (that is, the real plane) has the same size as $\mathbb{R}$.
$\square$ Proof. To see this, it suffices to prove that the set of all pairs $(x, y)$, $0<x, y \leq 1$, can be mapped bijectively onto $(0,1]$. The proof is again from The Book. Consider the pair $(x, y)$ and write $x, y$ in their unique non-terminating decimal expansion as in the following example:

$$
\begin{array}{lllrrrl}
x & - & 0.3 & 01 & 2 & 007 & 08 \\
\ldots \\
y & = & 0.009 & 2 & 05 & 1 & 0008 \\
\cdots
\end{array}
$$

Note that we have separated the digits of $x$ and $y$ into groups by always going to the next nonzero digit, inclusive. Now we associate to $(x, y)$ the number $z \in(0,1]$ by writing down the first $x$-group, after that the first $y$-group, then the second $x$-group, and so on. Thus, in our example, we obtain

$$
z=0.30090122050071080008 \ldots
$$

Since neither $x$ nor $y$ exhibits only zeros from a certain point on, we find that the expression for $z$ is again a non-terminating decimal expansion. Conversely, from the expansion of $z$ we can immediately read off the preimage $(x, y)$, and the map is bijective - end of proof.

As $(x, y) \longmapsto x+i y$ is a bijection from $\mathbb{R}^{2}$ onto the complex numbers $\mathbb{C}$, we conclude that $|\mathbb{C}|-|\mathbb{R}|-c$. Why is the result $\left|\mathbb{R}^{2}\right|=|\mathbb{R}|$ so unexpected? Because it goes against our intuition of dimension. It says that the 2 -dimensional plane $\mathbb{R}^{2}$ (and, in general, by induction, the $n$-dimensional space $\mathbb{R}^{n}$ ) can be mapped bijectively onto the 1 -dimensional line $\mathbb{R}$. Thus dimension is not generally preserved by bijective maps. If, however, we require the map and its inverse to be continuous, then the dimension is preserved, as was first shown by Luitzen Brouwer.

Let us go a little further. So far, we have the notion of equal size. When will we say that $M$ is at most as large as $N^{\text {? }}$ ? Mappings provide again the key. We say that the cardinal number $m$ is less than or equal to $n$, if for sets $M$ and $N$ with $|M|=\mathbf{m},|N|=\mathbf{n}$, there exists an injection from $M$ into $N$. Clearly, the relation $m \leq n$ is independent of the representative sets $M$ and $N$ chosen. For finite sets this corresponds again to our intuitive notion: An $m$-set is at most as large as an $n$-set if and only if $m \leq n$.

$\mathbb{R}$

"Schröder and Bernstein painting"


Now we are faced with a basic problem. We would certainly like to have that the usual laws concerning inequalities also hold for cardinal numbers. But is this true for infinite cardinals? In particular, is it true that $\mathfrak{m} \leq \mathfrak{n}$, $\mathfrak{n} \leq \mathfrak{m}$ imply $\mathfrak{m}=\mathfrak{n}$ ? This is not at all obvious: We are given infinite sets $M$ and $N$ as well as maps $f: M \longrightarrow N$ and $g: N \longrightarrow M$ that are injective but not necessarily surjective. This suggests to construct a bijection by relating some elements $m \in M$ to $f(m) \in N$, and some elements $n \in N$ to $g(n) \in M$. But it is not clear whether the many possible choices can be made to "fit together."
The affirmative answer is provided by the famous Schröder-Bernstein theorem, which Cantor announced in 1883. The first proofs were given by Friedrich Schröder and Felix Bernstein quite some time later. The following proof appears in a litule book by one of the twentieth century giants of set theory, Paul Cohen, who is famous for resolving the continuum hypothesis (which we will discuss below).


Theorem 4. If each of two sets $M$ and $N$ can be mapped injectively into the other, then there is a bijection from $M$ to $N$, that is, $|M|=|N|$.

Proof. We may certainly assume that $M$ and $N$ are disjoint - if not, then we just replace $N$ by a new copy.
Now $f$ and $g$ map back and forth between the elements of $M$ and those of $N$. One way to bring this potentially confusing situation into perfect clarity and order is to align $M \cup N$ into chains of elements: Take an arbitrary element $m_{0} \in M$, say, and from this generate a chain of elements by applying $f$, then $g$, then $f$ again, then $g$, and so on. The chain may close np (this is Case 1) if we reach $m_{0}$ again in this process, or it may continue with distinct elements indefinitely. (The first "duplicate" in the chain cannot be an element different from $m_{0}$, by injectivity.)
If the chain continues indefinitely, then we try to follow it backwards: From $m_{0}$ to $g^{-1}\left(m_{11}\right)$ if $m_{0}$ is in the image of $g$, then to $f^{-1}\left(g^{-1}\left(m_{0}\right)\right)$ if $g^{-1}\left(m_{0}\right)$ is in the image of $f$, and so on. Three more cases may arise here: The process of following the chain backwards may go on indefinitely
(Case 2), it may stop in an element of $M$ that does not lie in the image of $g$ (Case 3), or it may stop in an element of $N$ that does not lie in the image of $f$ (Casc 4).
Thus $M \cup N$ splits perfectly into four types of chains, whose elements we may label in such a way that a bijection is simply given by putting $F: m_{i} \longmapsto n_{i}$. We verify this in the four cases separately:

Case 1. Finite cycles on $2 k+2$ distinct elements ( $k \geq 0$ )


Case 2. Two-way infinite chains of distinct elements


Case 3. The onc-way infinite chains of distinct elements that start at the elements $m_{0} \in M \backslash g(N)$


Case 4. The one-way infinite chains of distinct elements that start at the elements $n_{0} \in N \backslash f(M)$


What about the other relations governing inequalities? As usual, we set $\mathbf{m}<\mathbf{n}$ if $\boldsymbol{m} \leq \mathfrak{n}$, but $\mathbf{m} \neq \mathbf{n}$. We have just seen that for any two cardinals $\mathfrak{m}$ and $\mathfrak{n}$ at most one of the three possibilitics

$$
\mathfrak{m}<\mathfrak{n}, \mathfrak{m}=\mathfrak{n}, \boldsymbol{m}>\mathfrak{n}
$$

holds, and it follows from the theory of cardinal numbers that, in fact, precisely one relation is true. (See the appendix to this chapter, Proposition 2.) Furthermore, the Schröder-Bernstein Theorem tells us that the relation $<$ is transitive, that is, $\boldsymbol{m}<\mathbf{n}$ and $\mathbf{n}<\mathfrak{p}$ imply $\boldsymbol{m}<\mathfrak{p}$. Tbus the cardinalities are arranged in linear order starting with the finite cardinals $0,1,2,3, \ldots$. Invoking the usual Zermelo-Fraenkel axiom system (in particular, the axiom of choice) we easily find that any infinite set $M$ contains a countable subsct. In fact, $M$ contains an element, say $m_{1}$. The set $M \backslash\left\{m_{1}\right\}$ is not empty (since it is infinite) and hence contains an element $m_{2}$. Considering $M \backslash\left\{m_{1}, m_{2}\right\}$ we infer the existence of $m_{3}$, and so on. So, the size of a countable set is the smallest infinite cardinal, usually denoted by $\aleph_{0}$ (pronounced "aleph zero").

"The smallest infinite cardinal"

With this we have also proved a result announced earlier:
Every infinite set has the same size as some proper subset.

As a corollary to $\aleph_{0} \leq \mathfrak{m}$ for any infinite cardinal $\mathfrak{m}$, we can immediately prove "Hilbert's hotel" for any infinite cardinal number $\mathfrak{m}$, that is, we have $|M \cup\{x\}|=|M|$ for any infinite set $M$. Indeed, $M$ contains a subset $N=\left\{m_{1}, m_{2}, m_{3}, \ldots\right\}$. Now map $x$ onto $m_{1}, m_{1}$ onto $m_{2}$, and so on, keeping the elements of $M \backslash N$ fixed. This gives the desired bijection.
As another consequence of the Schröder-Bernstein theorem we may prove that the set $\mathcal{P}(\mathbb{N})$ of all subsets of $\mathbb{N}$ has cardinality $c$. As noted above, it suffices to show that $|\mathcal{P}(\mathbb{N}) \backslash\{\varnothing\}|=|(0,1]|$. An example of an injective map is

$$
f: \mathcal{P}(\mathbb{N}) \backslash\{\varnothing\} \quad \longrightarrow(0,1], \quad A \longmapsto \sum_{i \in A} 10^{-i}
$$

while

$$
g:(0,1] \longrightarrow \mathcal{P}(\mathbb{N}) \backslash\{\varnothing\}, \quad 0 . b_{1} b_{2} b_{3} \ldots \longmapsto\left\{b_{i} 10^{i}: i \in \mathbb{N}\right\}
$$

defines an injection in the other direction.
Up to now we know the cardinal numbers $0,1,2, \ldots, \aleph_{0}$, and further that the cardinality $c$ of $\mathbb{R}$ is higger than $\aleph_{0}$. The passage from $\mathbb{Q}$ with $|\mathbb{Q}|=\aleph_{0}$ to $\mathbb{R}$ with $|\mathbb{R}|=c$ immediately suggests the next question:

$$
\text { Is } c=|\mathbb{R}| \text { the next infinite cardinal number after } \aleph_{0} \text { ? }
$$

Now, of course, we have the problem whether there is a next larger cardinal number, or in other words, whether $\aleph_{1}$ has a meaning at all. It does - the prool for this is outlined in the appendix to this chapter.
The statement $c=\aleph_{1}$ hecame known as the continuum hypothesis. The question whether the continuum hypothesis is true presented for many decades one of the supreme challenges in all of mathematics. The answer, finally given by Kurt Gödel and Paul Cohen, takes us to the limit of logical thought. They showed that the statement $c=\aleph_{1}$ is independent of the Zermelo-Fraenkel axiom system, in the same way as the parallel axiom is independent of the other axioms of Euclidian geometry. There are models where $c=\aleph_{1}$ holds, and there are other models of set theory where $c \neq \aleph_{1}$ holds.
In the light of this fact it is quite interesting to ask whether there are other conditions (from analysis, say) which are equivalent to the continuum hypothesis. Indeed, it is natural to ask for an analysis example, since historically the first substantial applications of Cantor's set theory occurred in analysis, specifically in complex function theory. In the following we want to present one such instance and its extremely elegant and simple solution by Paul Erdốs. In 1962, Wetzel asked the following question:

Let $\left\{\int_{\alpha}\right\}$ be a family of pairwise distinct analytic functions on the complex numbers such that for each $z \in \mathbb{C}$ the set of values $\left\{f_{\alpha}(z)\right\}$ is at most countable (that is, it is either finite or countable); let us call this property $\left(P_{0}\right)$.
Does it then follow that the family itself is at most countable?

Very shortly afterwards Erdôs showed that, surprisingly, the answer depends on the continuum hypothesis.

Theorem 5. If $c>\mathcal{N}_{1}$, then every family $\left\{f_{\alpha}\right\}$ satisfying $\left(P_{0}\right)$ is countable. If, on the other hand, $c=\aleph_{1}$, then there exists some family $\left\{f_{\alpha}\right\}$ with property $\left(P_{0}\right)$ which has size $c$.

For the proof we need some basic facts on cardinal and ordinal numbers. For readers who are unfamiliar with these concepts, this chapter has an appendix where all the necessary results are collected.

■ Proof of Theorem 5. Assume first $c>\aleph_{1}$. We shall show that for any family $\left\{f_{\alpha}\right\}$ of size $\mathcal{N}_{1}$ of analytic functions there exists a complex number $z_{0}$ such that all $\aleph_{1}$ values $f_{\alpha}\left(z_{0}\right)$ are distinct. Consequently, if a family of functions satisfies ( $P_{0}$ ), then it must he countahle.
To see this, we make use of our knowledge of ordinal numbers. First, we well-order the family $\left\{f_{\alpha}\right\}$ according to the initial ordinal numher $\omega_{1}$ of $\mathcal{N}_{1}$. This means by Proposition 1 of the appendix that the index set runs through all ordinal numbers $\alpha$ which are smaller than $\omega_{1}$. Next we show that the set of pairs $(\alpha, \beta), \alpha<\beta<\omega_{1}$, has size $\aleph_{1}$. Since any $\beta<\omega_{1}$ is a countable ordinal, the set of pairs $(\alpha, \beta), \alpha<\beta$, is countahle for every fixed $\beta$. Taking the union over all $\aleph_{1}$-many $\beta$, we find from Proposition 6 of the appendix that the set of all pairs $(\alpha, \beta), \alpha<\beta$, has size $\aleph_{1}$.
Consider now for any pair $\alpha<\beta$ the set

$$
S(\alpha, \beta)=\left\{z \in \mathbb{C}: f_{\alpha}(z)=f_{\beta}(z)\right\}
$$

We claim that each set $S(\alpha, \beta)$ is countable. To verify this, consider the disks $C_{k}$ of radius $k=1,2,3, \ldots$ around the origin in the complex plane. If $f_{\alpha}$ and $f_{\beta}$ agree on infinitely many points in some $C_{k}$, then $f_{\alpha}$ and $f_{\beta}$ are identical by a well-known result on analytic functions. Hence $f_{\alpha}$ and $f_{\beta}$ agrce only in finitely many points in each $C_{k}$, and hence in at most countably many points altogether. Now we set $S:=\bigcup_{\alpha<\beta} S(\alpha, \beta)$. Again by Proposition 6, we find that $S$ has size $\aleph_{1}$, as each set $S(\alpha, \beta)$ is countable. And here is the punch line: Because, as we know, $\mathbb{C}$ has size $c$, and $c$ is larger than $\aleph_{1}$ by assumption, there exists a complex number $z_{0}$ not in $S$, and for this $z_{0}$ all $\aleph_{1}$ values $f_{0}\left(z_{0}\right)$ are distinct.

Next we assume $c=\aleph_{1}$. Consider the set $D \subseteq \mathbb{C}$ of complex numbers $p+i q$ with rational real and imaginary part. Since for each $p$ the set $\{p+i q: q \in \mathbb{Q}\}$ is countable, we find that $D$ is countable. Furthermore, $D$ is a dense set in $\mathbb{C}$ : Every open disk in the complex plane contains some point of $D$. Let $\left\{z_{\alpha}: 0 \leq \alpha<\omega_{1}\right\}$ be a well-ordering of $\mathbb{C}$. We shall now construct a family $\left\{f_{\beta}: 0 \leq \beta<\omega_{1}\right\}$ of $\aleph_{1}$-many distinct analytic functions such that

$$
\begin{equation*}
f_{\beta}\left(z_{\alpha}\right) \in D \text { whenever } \alpha<\beta \tag{1}
\end{equation*}
$$

Any such family satisfies the condition ( $P_{0}$ ). Indeed, each point $z \in \mathbb{C}$ has some index, say $z=z_{\alpha}$. Now, for all $\beta>\alpha$, the values $\left\{f_{\beta}\left(z_{\alpha}\right)\right\}$ lie in
the countable set $D$. Since $\alpha$ is a countable ordinal number, the functions $f_{\beta}$ with $\beta \leq \alpha$ will contribute at most countably further values $f_{\beta}\left(z_{\alpha}\right)$, so that the set of all values $\left\{f_{\mathcal{\beta}}\left(z_{\alpha}\right)\right\}$ is likewise at most countable. Hence, if we can construct a family $\left\{f_{\beta}\right\}$ satisfying (1), then the second part of the theorem is proved.
The construction of $\left\{f_{\beta}\right\}$ is by transtinite induction. For $f_{0}$ we may take any analytic function, for example $f_{0}=$ constant. Suppose $f_{\beta}$ has already been constructed for all $\beta<\gamma$. Since $\gamma$ is a countable ordinal, we may reorder $\left\{f_{3}: 0 \leq \beta<\gamma\right\}$ into a sequence $g_{1}, g_{2}, g_{3}, \ldots$. The same reordering of $\left\{z_{\alpha}: 0 \leq \alpha<\gamma\right\}$ yields a sequence $w_{1}, w_{2}, w_{3}, \ldots$. We shall now construct a function $f_{\gamma}$ satisfying for each $n$ the conditions

$$
\begin{equation*}
f_{\gamma}\left(w_{n}\right) \in D \quad \text { and } \quad f_{\gamma}\left(w_{n}\right) \neq g_{n}\left(w_{n}\right) . \tag{2}
\end{equation*}
$$

The second condition will ensure that all functions $f_{\gamma}\left(0 \leq \gamma<\omega_{1}\right)$ are distinct, and the first condition is just ( 1 ), implying ( $\Gamma_{0}$ ) by our previous argument. Notice that the condition $f_{\gamma}\left(w_{n}\right) \neq g_{n}\left(w_{n}\right)$ is once more a diagonalization argument.
To construct $f_{\gamma}$, we write

$$
\begin{aligned}
f_{\gamma}(z): & \varepsilon_{0}+\varepsilon_{1}\left(z-w_{1}\right)+\varepsilon_{2}\left(z-w_{1}\right)\left(z-w_{2}\right) \\
& +\varepsilon_{3}\left(z-w_{1}\right)\left(z-w_{2}\right)\left(z \cdots w_{3}\right)+\ldots
\end{aligned}
$$

If $\gamma$ is a finite ordinal, then $f_{\gamma}$ is a polynomial and hence analytic, and we can certainly choose numbers $\varepsilon_{i}$ such that (2) is satisfied. Now suppose $\gamma$ is a countable ordinal, then

$$
\begin{equation*}
f_{\gamma}(z)=\sum_{n=0}^{\infty} \varepsilon_{n}\left(z-w_{1}\right) \cdots\left(z-w_{n}\right) . \tag{3}
\end{equation*}
$$

Note that the values of $\varepsilon_{m}(m \geq n)$ have no influence on the value $f_{\gamma}\left(w_{n}\right)$, hence we may choose the $\varepsilon_{n}$ step by step. If the sequence $\left(\varepsilon_{n}\right)$ converges to 0 sufficiently fast, then (3) defines an analytic function. Finally, since $D$ is a dense set, we may choose this sequence $\left(\varepsilon_{n}\right)$ so that $f_{\gamma}$ meets the requirements of (2), and the proof is complete.

## Appendix: On cardinal and ordinal numbers

Let us first discuss the question whether to each cardinal number there exists a next larger one. As a start we show that to every cardinal number $\mathfrak{m}$ there always is a cardinal number $\mathbf{n}$ larger than $\boldsymbol{m}$. To do this we employ again a version of Cantor's diagonalization method.
Let $M$ be a set, then we claim that the set $\mathcal{P}(M)$ of all subsets of $M$ has larger size than $M$. By letting $m \in M$ correspond to $\{m\} \in \mathcal{P}(M)$, we see that $M$ can be mapped bijectively onto a subset of $\mathcal{P}(M)$, which implies $|M| \leq|\mathcal{P}(M)|$ by definition. It remains to show that $\mathcal{P}(M)$ can not be mapped bijectively onto a subset of $M$. Suppose, on the contrary,
$\rho: N \longrightarrow \mathcal{P}(M)$ is a bijection of $N \subseteq M$ onto $\mathcal{P}(M)$. Consider the subset $U \subseteq N$ of all elements of $N$ which are not contained in their image under $\varphi$, that is, $U=\{m \in N: m \notin \varphi(m)\}$. Since $\varphi$ is a bijection, there exists $u \in N$ with $\varphi(u)=U$. Now, either $u \in U$ ог $u \notin U$, but both alternatives are impossible! Indeed, if $u \in U$, then $u \notin \varphi(u)=U$ by the definition of $U$, and if $u \notin U=\varphi(u)$, then $u \in U$, contradiction.
Most likely, the reader has seen this argument before. It is the old barber riddle: "A barber is the man who shaves all men who do not shave themselves. Does the barber shave himself?"
To get further in the theory we introduce another great concept of Cantor's, ordered sets and ordinal numbers. A set $M$ is ordered by $<$ if the relation $<$ is transitive, and if for any two distinct elements $a$ and $b$ of $M$ we either have $a<b$ or $b<a$. For example, we can order $\mathbb{N}$ in the usual way according to magnitude, $\mathbb{N}=\{1,2,3,4, \ldots\}$, but, of course, we can also order $\mathbb{N}$ the other way round, $\mathbb{N}=\{\ldots, 4,3,2.1\}$, or $\mathbb{N}=\{1,3,5 \ldots, 2,4,6, \ldots\}$ by listing first the odd numbers and then the even numbers.
Here is the seminal concept. An ordered set $M$ is called well-ordered if every nonempty subset of $M$ has a first element. Thus the first and third orderings of $\mathbb{N}$ above are well-orderings, but not the second ordering. The fundamental well-ordering theorem, implied by the axioms (including the axiom of choice), now states that every set $M$ admits a well-ordering. From now on, we only consider sets endowed with a well-ordering.
Let us say that two well-ordered sets $A /$ and $N$ are similar (or of the same order-type) if there exists a bijection $\varphi$ from $M$ on $N$ which respects the ordering, that is, $m<_{M} n$ implies $\varphi(m)<._{N} \varphi(n)$. Note that any ordered set which is similar to a well-ordered set is itsell well-ordered.
Similarity is obviously an equivalence relation, and we can thus speak of an ordinal number $\alpha$ belonging to a class of similar sets. For finite sets, any two orderings are similar well-orderings, and we use again the ordinal number $n$ for the class of $n$-sets. Note that, by definition, two similar sets have the same cardinality. Hence it makes sense to speak of the cardinality $|\alpha|$ of an ordinal number $\alpha$. Note further that any subset of a well-ordered set is also well-ordered under the induced ordering.
As we did for cardinal numbers, we now compare ordinal numbers. Let $M$ be a well-ordered set, $m \in M$, then $M_{m}=\{x \in M: x<m\}$ is called the (initial) segment of $M$ determined by $m ; N$ is a segment of $M$ if $N=M_{m}$ for some $m$. Thus, in particular, $M_{m}$ is the empty set when $m$ is the first element of $M$. Now let $\mu$ and $\nu$ be the ordinal numbers of the well-ordered sets $M$ and $N$. We say that $\mu$ is smaller than $\nu, \mu<\nu$, if $M$ is similar to a segment of $N$. Again, we have the transitive law that $\mu<\nu, \nu<\pi$ implies $\mu<\pi$, since under a similarity mapping a segment is mapped onto a segment.
Clearly, for finite sets, $m<n$ corresponds to the usual meaning. Let us denote by $\omega$ the ordinal number of $\mathbb{N}=\{1,2,3,4, \ldots\}$ ordered according to magnitude. By considering the segment $\mathbb{N}_{n+1}$ we find $n<\omega$ for any finite $n$. Next we see that $\omega \leq \alpha$ holds for any infinite ordinal

The well-ordered sets $\mathbb{N}=\{1,2,3, \ldots\}$ and $\mathbb{N}=\{1,3,5, \ldots, 2,4,6, \ldots\}$ anc not similar: the first ordering has only one clement without an immediate predecessor, while the second one has two.

The ordinal number of $\{1,2,3, \ldots\}$ is smaller than the ordinal number of $\{1,3,5, \ldots, 2,4,6, \ldots\}$.
number $\alpha$. Indeed, if the infinite well-ordered set $M$ has ordinal number $\alpha$, then $M$ contains a first element $m_{1}$, the set $M \backslash\left\{m_{1}\right\}$ contains a first element $m_{2}, M \backslash\left\{m_{1}, m_{2}\right\}$ contains a first element $m_{3}$. Continuing in this way, we produce the sequence $m_{1}<m_{2}<m_{3}<\ldots$ in $M$. If $M=\left\{m_{1}, m_{2}, m_{3}, \ldots\right\}$, then $M$ is similar to $\mathbb{N}$, and hence $\alpha=\omega$. If, on the other hand, $M \backslash\left\{m_{1}, m_{2}, \ldots\right\}$ is nonempty, then it contains a first element $m$, and we conclude that $\mathbb{N}$ is similar to the segment $M_{m}$, that is, $\omega<\alpha$ by definition.
We now state (without the proofs, which are not difficult) three basic results on ordinal numbers. The first says that any ordinal number $\mu$ has a "standard" representative well-ordered set $W_{\mu}$.

Proposition 1. Let $\mu$ be an ordinal number and denote by $W_{\mu}$ the set of ordinal numbers smaller than $\mu$. Then the following holds:
(i) The elements of $W_{\mu}$ are pairwise comparable.
(ii) If we order $W_{\mu}$ according to magnitude, then $W_{\mu}$ is well-ordered and has ordinal number $\mu$.

Proposition 2. Any two ordinal numbers $\mu$ and $\nu$ satisfy precisely one of the relations $\mu<\nu, \mu=\nu$, or $\mu>\nu$.

Proposition 3. Every set of ordinal numbers (ordered according to magnitude) is well-ordered.

After this excursion to ordinal numbers we come back to cardinal numbers. Let $\mathfrak{m}$ be a cardinal number, and denote by $O_{\mathfrak{m}}$ the set of all ordinal numbers $\mu$ with $|\mu|=\mathfrak{m}$. By Proposition 3 there is a smallest ordinal number $\omega_{\mathbf{m}}$ in $O_{\mathfrak{m}}$, which we call the initial ordinal number of $\mathfrak{m}$. As an example, $\omega$ is the initial ordinal number of $\aleph_{0}$.
With these preparations we can now prove a basic result for this chapter.
Proposition 4. For every cardinal number $m$ there is a definite next larger cardinal number.

- Proof. We already know that there is some larger cardinal number $\mathfrak{n}$. Consider now the set $\mathcal{K}$ of all cardinal numbers larger than $m$ and at most as large as $\mathfrak{n}$. We associate to each $\mathfrak{p} \in \mathcal{K}$ its initial ordinal number $\omega_{\mathfrak{p}}$. Among these initial numbers there is a smallest (Proposition 3), and the corresponding cardinal number is then the smallest in $\mathcal{K}$, and thus is the desired next larger cardinal number to $\mathbf{m}$.

Proposition 5. Let the infinite set $M$ have cardinality $\mathfrak{m}$, and let $M$ be well-ordered according to the initial ordinal number $\omega_{\mathfrak{m}}$. Then $M$ has no last element.

- Proof. Indeed, if $M$ had a last element $m$, then the segment $M_{m}$ would have an ordinal number $\mu<\omega_{\mathbf{m}}$ with $|\mu|=\mathbf{m}$, contradicting the definition of $\omega_{\mathbf{m}}$.

What we finally need is a considerable strenghthening of the result that the union of countably many countable sets is again countable. In the following result we consider arbitrary families of countable sets.

Proposition 6. Suppose $\left\{A_{\alpha}\right\}$ is a family of size $\mathfrak{m}$ of countable sets $A_{\alpha}$, where $\mathfrak{m}$ is an infinite cardinal. Then the union $\bigcup_{\alpha} A_{\alpha}$ has size at most $\mathfrak{m}$.

- Proof. We may assume that the sets $A_{\alpha}$ are pairwise disjoint, since this can only increase the size of the union. Let $M$ with $|M|=\mathfrak{m}$ be the index set, and well-order it according to the initial ordinal number $\omega_{\mathfrak{m}}$. We now replace each $\alpha \in M$ by a countable set $B_{\alpha}=\left\{b_{\alpha 1}=\alpha, b_{\alpha 2}, b_{\alpha 3}, \ldots\right\}$, ordered according to $\omega$, and call the new set $\widetilde{M}$. Then $\widetilde{M}$ is again wellordered by setting $b_{\alpha i}<b_{\beta j}$ for $\alpha<\beta$ and $b_{\alpha i}<b_{\alpha j}$ for $i<j$. Let $\widetilde{\mu}$ be the ordinal number of $\widetilde{M}$. Since $M$ is a subset of $\widetilde{M}$, we have $\mu \leq \widetilde{\mu}$ by an earlier argument. If $\mu=\widetilde{\mu}$, then $M$ is similar to $\widetilde{M}$, and if $\mu<\widetilde{\mu}$, then $M$ is similar to a segment of $\widetilde{M}$. Now, since the ordering $\omega_{\mathfrak{m}}$ of $M$ has no last element (Proposition 5), we see that $M$ is in both cases similar to the union of countable sets $B_{\beta}$, and hence of the same cardinality.
The rest is easy. Let $\varphi: \bigcup B_{\beta} \longrightarrow M$ be a bijection, and suppose that $\varphi\left(B_{\beta}\right)=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots\right\}$. Replace each $\alpha_{i}$ by $A_{\alpha_{i}}$ and consider the union $\bigcup A_{\alpha_{i}}$. Since $\bigcup A_{\alpha_{i}}$ is the union of countably many countable sets (and hence countable), we see that $B_{\beta}$ has the same size as $\bigcup A_{\alpha_{i}}$. In other words, there is a bijection from $B_{\beta}$ to $\bigcup A_{\alpha_{i}}$ for all $\beta$, and hence a bijection $\psi$ from $\bigcup B_{\beta}$ to $\bigcup A_{\alpha}$. But now $\psi \varphi^{-1}$ gives the desired bijection from $M$ to $\bigcup A_{\alpha}$, and thus $\left|\bigcup A_{\alpha}\right|=\mathbf{m}$.
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## In praise of inequalities

Analysis abounds with inequalities, as witnessed for example by the famous book "Inequalities" by Hardy, Littlewood and Pólya. Let us single out two of the most basic inequalities with two applications each, and let us listen in to George Pólya, who was himself a champion of the Book Proof, about what he considers the most appropriate proofs.
Our first inequality is variously attrihuted to Cauchy, Schwarz and/or to Buniakowski:

## Theorem I (Cauchy-Schwarz inequality)

Let $\langle\boldsymbol{a}, \boldsymbol{b}\rangle$ be an inner product on a real vector space $V$ (with the norm $\left.\left.a\right|^{2}:=\langle\boldsymbol{a}, \boldsymbol{a}\rangle\right)$. Then

$$
\langle\boldsymbol{a}, \boldsymbol{b}\rangle^{2} \leq\left. a\right|^{2}|\boldsymbol{b}|^{2}
$$

holds for all vectors $\boldsymbol{a}, \boldsymbol{b} \in V$, with equality if and only if $\boldsymbol{a}$ and $\boldsymbol{b}$ are linearly dependent.

Proof. The following (folklore) proof is probably the shortest. Consider the quadratic function

$$
|x \boldsymbol{a}+\boldsymbol{b}|^{2}=x^{2}|\boldsymbol{a}|^{2}+2 x\langle\boldsymbol{a}, \boldsymbol{b}\rangle+|\boldsymbol{b}|^{2}
$$

in the variable $x$. We may assume $a \neq 0$. If $\boldsymbol{b}=\lambda \boldsymbol{a}$, then clearly $\langle\boldsymbol{a}, \boldsymbol{b}\rangle^{2}=|\boldsymbol{a}|^{2}|\boldsymbol{b}|^{2}$. If, on the other hand, $\boldsymbol{a}$ and $b$ are linearly independent, then $|x \boldsymbol{a}+\boldsymbol{b}|^{2}>0$ for all $x$, and thus the discriminant $\langle\boldsymbol{a}, \boldsymbol{b}\rangle^{2}-|\boldsymbol{a}|^{2}|\boldsymbol{b}|^{2}$ is less than 0 .

Our second example is the inequality of the harmonic; geometric and arithmetic mean:

## Theorem II (Harmonic, geometric and arithmetic mean)

Let $a_{1}, \ldots, a_{n}$ be positive real numbers, then

$$
\frac{n}{\frac{1}{a_{1}}+\ldots+\frac{1}{a_{n}}} \leq \sqrt[n]{a_{1} a_{2} \ldots a_{n}} \leq \frac{a_{1}+\ldots+a_{n}}{n}
$$

with equality in both cases if and only if all $a_{i}$ 's are equal.
Proof. The following beautiful non-standard induction proof is attributed to Cauchy (see [7]). Let $P(n)$ be the statement of the second inequality, written in the form

$$
a_{1} a_{2} \ldots a_{n} \leq\left(\frac{a_{1}+\ldots+a_{n}}{n}\right)^{n}
$$

For $n=2$, we have $a_{1} a_{2} \leq\left(\frac{a_{1}+a_{2}}{2}\right)^{2} \Longleftrightarrow\left(a_{1}-a_{2}\right)^{2} \geq 0$, which is true. Now we proceed in the following two steps:
(A) $P(n) \Longrightarrow P(n-1)$
(B) $P(n)$ and $P(2) \Longrightarrow P(2 n)$
which will clearly imply the full result.
To prove (A), set $A:=\sum_{k=1}^{n-1} \frac{a_{k}}{n-1}$, then

$$
\left(\prod_{k=1}^{n-1} a_{k}\right) A \stackrel{P(n)}{\leq}\left(\frac{\sum_{k=1}^{n-1} a_{k}+A}{n}\right)^{n}=\left(\frac{(n-1) A+A}{n}\right)^{n}=A^{n}
$$

and hence $\prod_{k-1}^{n-1} a_{k} \leq A^{n-1}=\left(\frac{\sum_{k=1}^{n-1} a_{k}}{n-1}\right)^{n-1}$.
For (B), we see

$$
\begin{aligned}
\prod_{k=1}^{2 n} a_{k}=\left(\prod_{k=1}^{n} a_{k}\right)\left(\prod_{k=n+1}^{2 n} a_{k}\right) & \stackrel{P(n)}{\leq}\left(\sum_{k=1}^{n} \frac{a_{k}}{n}\right)^{n}\left(\sum_{k=n+1}^{2 n} \frac{a_{k}}{n}\right)^{n} \\
& \stackrel{P(2)}{\leq}\left(\frac{\sum_{k=1}^{2 n} \frac{a_{k}}{n}}{2}\right)^{2 n}=\left(\frac{\sum_{k=1}^{2 n} a_{k}}{2 n}\right)^{2 n}
\end{aligned}
$$

The condition for equality is derived just as easily.
The left-hand inequality, between the harmonic and the geometric mean, follows now by considering $\frac{1}{a_{1}}, \ldots, \frac{1}{a_{n}}$.

Another Proof. Of the many other proofs of the arithmetic-geometric mean inequality (the monograph [2] lists more than 50), let us single out a particularly striking one by Alzer which is of recent date. As a matter of fact, this proof yields the stronger inequality

$$
a_{1}^{p_{1}} a_{2}^{p_{2}} \ldots a_{n}^{p_{n}} \leq p_{1} a_{1}+p_{2} a_{2}+\ldots+p_{n} a_{n}
$$

for any positive numbers $a_{1}, \ldots, a_{n}, p_{1}, \ldots, p_{n}$ with $\sum_{i=1}^{n i} p_{i}=1$. Let us denote the expression on the left side by $G$, and on the right side by $A$. We may assume $a_{1} \leq \ldots \leq a_{n}$. Clearly $a_{1} \leq G \leq a_{n}$, so there must exist some $k$ with $a_{k} \leq G \leq a_{k+1}$. It follows that

$$
\begin{equation*}
\sum_{i=1}^{k} p_{i} \int_{a_{i}}^{G}\left(\frac{1}{t}-\frac{1}{G}\right) d t+\sum_{i=k+1}^{n} p_{i} \int_{G}^{a_{i}}\left(\frac{1}{G}-\frac{1}{t}\right) d t \geq 0 \tag{1}
\end{equation*}
$$

since all integrands are $\geq 0$. Rewriting (1) we obtain

$$
\sum_{i=1}^{n} p_{i} \int_{G}^{a_{i}} \frac{1}{G} d t \geq \sum_{i=1}^{n} p_{i} \int_{G}^{a_{i}} \frac{1}{t} d t
$$

where the left-hand side equals

$$
\sum_{i=1}^{n} p_{i} \frac{a_{i}-G}{G}=\frac{A}{G}-1
$$

while the right-hand side is

$$
\sum_{i=1}^{n} p_{i}\left(\log a_{i}-\log G\right)=\log \prod_{i=1}^{n} a_{i}^{p_{i}}-\log G=0
$$

We conclude $\frac{A}{C}-1 \geq 0$, which is $A \geq G$. In the case of equality, all integrals in (1) must be 0 , which implies $a_{1}=\ldots=a_{n}=G$.

Our first application is a beautiful result of Laguerre (see [7]) concerning the location of roots of polynomials.

Theorem 1. Suppose all roots of the polynomial $x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0}$ are real. Then the roots are contained in the interval with the endpoints

$$
-\frac{a_{n-1}}{n} \pm \frac{n-1}{n} \sqrt{a_{n-1}^{2}-\frac{2 n}{n-1} a_{n-2}}
$$

$\square$ Proof. Let $y$ be one of the roots and $y_{1}, \ldots, y_{n-1}$ the others. Then the polynomial is $(x-y)\left(x-y_{1}\right) \cdots\left(x-y_{n-1}\right)$. Thus by comparing coefficients

$$
\begin{aligned}
-a_{n \cdot 1} & =y+y_{1}+\ldots+y_{n-1} \\
a_{n-2} & =y\left(y_{1}+\ldots+y_{n-1}\right)+\sum_{i<j} y_{i} y_{j}
\end{aligned}
$$

and so

$$
a_{n-1}^{2}-2 a_{n 2}-y^{2}=\sum_{i=1}^{n-1} y_{i}^{2}
$$

By Cauchy's inequality applied to $\left(y_{1}, \ldots, y_{n-1}\right)$ and $(1, \ldots, 1)$,

$$
\begin{aligned}
\left(a_{n-1}+y\right)^{2} & =\left(y_{1}+y_{2}+\ldots+y_{n-1}\right)^{2} \\
& \leq(n-1) \sum_{i=1}^{n-1} y_{i}^{2}=(n-1)\left(a_{n-1}^{2}-2 a_{n-2}-y^{2}\right)
\end{aligned}
$$

or

$$
y^{2}+\frac{2 a_{n-1}}{n} y+\frac{2(n-1)}{n} a_{n-2}-\frac{n-2}{n} a_{n-1}^{2} \leq 0 .
$$

Thus $y$ (and hence all $y_{i}$ ) lie between the two roots of the quadratic function, and these roots are our bounds.

For our second application we start from a well-known elementary property of a parabola. Consider the parabola described by $f(x)=1-x^{2}$ between $x=-1$ and $x=1$. We associate to $f(x)$ the tangential triangle and the tangential rectangle as in the figure.
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Erdid, P. and Grimwald, T. On polynomiala with onfy real roatos Ann. of Mach. 40, 537-548 (1939). [MF 93] Es sci $\int(x)$ ein Podyoom mit nur reellen Wurzefn,
$f(-1)=f(1)=0, \quad 0<f(x) \leq f(\mu) \quad$ für $-1<x<1$, wobei $-1<\mu<1$, so dass $\mu$ die Stelle der Maximums von $f(x)$ im Intervall $(-1,1)$ Ledeutet. Dasn iat

$$
\frac{2 \Gamma(1) \Gamma(-1)}{f(1)-\Gamma(-1)}=\int_{-1}^{1} f(x) d x \leq 1 \cdot 2 f(\mu)
$$

We find that the shaded area $A=\int_{-1}^{1}\left(1-x^{2}\right) d x$ is equal to $\frac{4}{3}$, and the areas $T$ and $R$ of the triangle and rectangle are both equal to 2 . Thus $\frac{T}{A}=\frac{3}{2}$ and $\frac{R}{A}=\frac{3}{2}$.
In a beautiful paper, Paul Erdốs and Tibor Gallai asked what happens when $f(x)$ is an arbitrary $n$-th degree real polynomial with $f(x)>0$ for $-1<x<1$, and $f(-1)=f(1)=0$. The area $A$ is then $\int_{-1}^{1} f(x) d x$. Suppose that $f(x)$ assumes in $(-1,1)$ its maximum value at $b$, then $R=2 f(b)$. Computing the tangents at -1 and at 1 , it is readily seen (see the box) that

$$
\begin{equation*}
T=\frac{2 f^{\prime}(1) f^{\prime}(-1)}{f^{\prime}(1)-f^{\prime}(-1)} \tag{2}
\end{equation*}
$$

respectively $T=0$ for $f^{\prime}(1)=f^{\prime}(-1)=0$.

## The tangential triangle

The area $T$ of the tangential triangle is precisely $y_{0}$, where $\left(x_{0}, y_{0}\right)$ is the point of intersection of the two tangents. The equation of these tangents are $y=f^{\prime}(-1)(x+1)$ and $y=f^{\prime}(1)(x-1)$, hence

$$
x_{0}=\frac{f^{\prime}(1)+f^{\prime}(-1)}{f^{\prime}(1)-f^{\prime}(-1)}
$$

and thus

$$
y_{0}=f^{\prime}(1)\left(\frac{f^{\prime}(1)+f^{\prime}(-1)}{f^{\prime}(1)-f^{\prime}(-1)}-1\right)=2 \frac{f^{\prime}(1) f^{\prime}(-1)}{f^{\prime}(1)-f^{\prime}(-1)}
$$

In general, there are no nontrivial bounds for $\frac{T}{A}$ and $\frac{R}{A}$. To see this, take $f(x)=1-x^{2 n}$. Then $T=2 n, \Lambda=\frac{4 n}{2 n+1}$, and thus $\frac{T}{A}>n$. Similarly, $R=2$ and $\frac{R}{A}=\frac{2 n+1}{2 n}$, which approaches 1 with $n$ to infinity.
But, as Erdős and Gallai showed, for polynomials which have only real roots such bounds do indeed exist.

Theorem 2. Let $f(x)$ be a real polynomial of degree $n \geq 2$ with only real roots, such that $f(x)>0$ for $-1<x<1$ and $f(-1)=f(1)=0$. Then

$$
\frac{2}{3} T \leq \Lambda \leq \frac{2}{3} R
$$

and equality holds in both cases only for $n=2$.
Erdôs and Gallai established this result with an intricate induction proof. In the review of their paper, which appeared on the first page of the first issue of the Mathematical Reviews in 1940, George Pólya explained how the hirst inequality can also be proved by the inequality of the arithmetic and geometric mean - a beautiful example of a conscientious review and a Book Proof at the same time.

Proof of $\frac{2}{3} T \leq A$. Since $f(x)$ has only real roots, and none of them in the open interval $(-1,1)$, it can be written - apart from a constant positive factor which cancels out in the end - in the form

$$
\begin{equation*}
f(x)=\left(1-x^{2}\right) \prod_{i}\left(\alpha_{i}-x\right) \prod_{j}\left(\beta_{j}+x\right) \tag{3}
\end{equation*}
$$

with $\alpha_{i} \geq 1, \beta_{j} \geq 1$. Hence

$$
A=\int_{-1}^{1}\left(1-x^{2}\right) \prod_{i}\left(\alpha_{i}-x\right) \prod_{j}\left(\beta_{j}+x\right) d x
$$

By making the substitution $x \longmapsto-x$, we find that also

$$
A=\int_{-1}^{1}\left(1-x^{2}\right) \prod_{i}\left(\alpha_{i}+x\right) \prod_{j}\left(\beta_{j}-x\right) d x
$$

and hence by the inequality of the arithmetic and the geometric mean (note that all factors are $\geq 0$ )

$$
\begin{aligned}
A= & \int_{-1}^{1} \frac{1}{2}\left[\left(1-x^{2}\right) \prod_{i}\left(\alpha_{i}-x\right) \prod_{j}\left(\beta_{j}+x\right)+\right. \\
& \left.\left(1-x^{2}\right) \prod_{i}\left(\alpha_{i}+x\right) \prod_{j}\left(\beta_{j}-x\right)\right] d x \\
\geq & \int_{-1}^{1}\left(1-x^{2}\right)\left(\prod_{i}\left(\alpha_{i}^{2}-x^{2}\right) \prod_{j}\left(\beta_{j}^{2}-x^{2}\right)\right)^{1 / 2} d x \\
& \geq \int_{-1}^{1}\left(1-x^{2}\right)\left(\prod_{i}\left(\alpha_{i}^{2}-1\right) \prod_{j}\left(\beta_{j}^{2}-1\right)\right)^{1 / 2} d x \\
& =\frac{4}{3}\left(\prod_{i}\left(\alpha_{i}^{2}-1\right) \prod_{j}\left(\beta_{j}^{2}-1\right)\right)^{1 / 2}
\end{aligned}
$$

Let us compute $f^{\prime}(1)$ and $f^{\prime}(-1)$. (We may assume $f^{\prime}(-1), f^{\prime}(1) \neq 0$, since otherwise $T=0$ and the inequality $\frac{2}{3} T \leq A$ becomes trivial.) By (3) we see

$$
f^{\prime}(1)=-2 \prod_{i}\left(\alpha_{i}-1\right) \prod_{j}\left(\beta_{j}+1\right)
$$

and similarly

$$
f^{\prime}(-1)=2 \prod_{i}\left(\alpha_{i}+1\right) \prod_{j}\left(\beta_{j}-1\right)
$$

Hence we conclude

$$
A \geq \frac{2}{3}\left(-f^{\prime}(1) f^{\prime}(-1)\right)^{1 / 2}
$$

Applying now the inequality of the harmonic and the geometric mean to $-\int^{\prime}(1)$ and $f^{\prime}(1)$, we arrive by (2) at the conclusion

$$
A \geq \frac{2}{3} \frac{2}{-\frac{1}{-f^{\prime}(1)}+\frac{1}{f^{\prime}(-1)}}=\frac{4}{3} \frac{f^{\prime}(1) f^{\prime}(-1)}{f^{\prime}(1)-f^{\prime}(-1)}=\frac{2}{3} T,
$$

which is what we wanted to show. By analyzing the case of equality in all our inequalities the reader can easily supply the last statement of the theorem.

The reader is invited to search for an equally inspired proof of the second inequality in Theorem 2.

Well, analysis is inequalities after all, but here is an example from graph theory where the use of inequalities comes in quite unexpected. In Chapter 32 we will discuss Turán's theorem. In the simplest case it takes on the following form:

Theorem 3. Suppose $G$ is a graph on $n$ vertices without triangles. Then $G$ has at most $\frac{n^{2}}{1}$ edges, and equality holds only when $n$ is even and $G$ is the complete bipartite graph $K_{n / 2, n / 2}$.

■ First proof. This proof, using Cauchy's inequality, is due to Mantel. Let $V=\{1, \ldots, n\}$ be the vertex set and $E$ the edge set of $G$. By $d_{i}$ we denote the degree of $i$, hence $\sum_{i \in V} d_{i}=2|E|$ (see page 143 in the chapter on double counting). Suppose $i j$ is an edge. Since $G$ has no triangles, we find
 $d_{i}+d_{j} \leq n$ since no vertex is a neighbor of both $i$ and $j$.
It follows that

$$
\sum_{i j \in E}\left(d_{i}+d_{j}\right) \leq n|E|
$$

Note that $d_{i}$ appears exactly $d_{i}$ times in the sum, so we get

$$
n|E| \geq \sum_{i j \in E}\left(d_{i}+d_{j}\right)=\sum_{i \in V} d_{i}^{2}
$$

and hence with Cauchy's inequality applied to the vectors $\left(d_{1}, \ldots, d_{n}\right)$ and $(1, \ldots, 1)$,

$$
n|E| \geq \sum_{i \in V} d_{i}^{2} \geq \frac{\left(\sum d_{i}\right)^{2}}{n}=\frac{4|E|^{2}}{n}
$$

and the result follows. In the case of equality we find $d_{i}=d_{j}$ for all $i, j$, and further $d_{i}=\frac{\pi}{2}$ (since $d_{i}+d_{j}=n$ ). Since $G$ is triangle-free, $G=K_{n / 2, n / 2}$ is immediately seen from this.

Second proof. The following proof of Theorem 3, using the inequality of the arithmetic and the geometric mean, is a folklore Book Proof. Let $\alpha$ be the size of a largest independent set $A$, and set $\beta=n-\alpha$. Since $G$ is triangle-free, the neighbors of a vertex $i$ form an independent set, and we $\operatorname{infer} d_{i} \leq \alpha$ for all $i$.
The set $B=V \backslash A$ of size $\beta$ meets every edge of $G$. Counting the edges of $G$ according to their endvertices in $B$, we obtain $|E| \leq \sum_{i \in B} d_{i}$. The
 inequality of the arithmetic and geometric mean now yiclds

$$
|E| \leq \sum_{i \in B} d_{i} \leq \alpha \beta \leq\left(\frac{\alpha+\beta}{2}\right)^{2}=\frac{n^{2}}{4}
$$

and again the case of equality is easily dealt with.
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## A theorem of Pólya on polynomials

## Chapter 18

Among the many contributions of George Polya to analysis, the following has always been Erdös' favontc, both for the surprising result and for the beauty of its proof. Suppose that

$$
f(z)=z^{n}+b_{n-1} z^{n-1}+\ldots+b_{0}
$$

is a complex polynomial of degree $n \geq 1$ with leading coefficient 1 . Associate with $f(z)$ the set

$$
\mathcal{C}:=\{z \in \mathbb{C}:|f(z)| \leq 2\},
$$

that is, $\mathcal{C}$ is the set of points which are mapped under $f$ into the circle of radius 2 around the origin in the complex plane. So for $n=1$ the domain $\mathcal{C}$ is just a circular disk of diameter 4.
By an astoundingly simple argument, Polya revealed the following beautiful property of this set $\mathcal{C}$ :

Take any line $L$ in the complex plane and consider the orthogonat projection $\mathcal{C}_{L}$ of the set $\mathcal{C}$ onto $L$. Then the total length of any such projection never exceeds 4.

What do we mean by the total length of the projection $\mathcal{C}_{L}$ being at most 4 ? We will see that $\mathcal{C}_{L}$ is a finite union of disjoint intervals $I_{1}, \ldots, I_{t}$, and the condition means that $\ell\left(I_{1}\right)+\ldots+\ell\left(I_{t}\right) \leq 4$, where $\ell\left(I_{j}\right)$ is the usual length of an interval,
By rotating the plane we see that it suffices to consider the case when $L$ is the real axis of the complex plane. With these comments in mind, let us state Pólya's result.

Theorem 1. Let $f(z)$ be a complex polynomial of degree at least 1 and leading coefficient 1 . Set $\mathcal{C}=\{z \in \mathbb{C}:|f(z)| \leq 2\}$ and let $\mathcal{R}$ be the orthogonal projection of $\mathcal{C}$ onto the real axis. Then there are intervals $I_{1} \ldots, I_{1}$ on the real line which together cover $\mathcal{R}$ and satisfy

$$
\ell\left(I_{1}\right)+\ldots+\ell\left(I_{t}\right) \leq 4 .
$$

Clearly the bound of 4 in the theorem is attained for $n=1$. To get more of a feeling for the problem let us look at the polynomial $f(z)=z^{2}-2$, which also attains the bound of 4 . If $z=x+i y$ is a complex number, then $x$ is its orthogonal projection onto the real line. Hence

$$
\mathcal{R}=\{x \in \mathbb{R}: x+i y \in \mathcal{C} \text { for some } y\}
$$
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The reader can easily prove that for $f(z)=z^{2}-2$ we have $x+i y \in \mathcal{C}$ if and only if

$$
\left(x^{2}+y^{2}\right)^{2} \leq 4\left(x^{2}-y^{2}\right)
$$

It follows that $x^{4} \leq\left(x^{2}+y^{2}\right)^{2} \leq 4 x^{2}$, and thus $x^{2} \leq 4$, that is, $|x| \leq 2$. On the other hand, any $z=x \in \mathbb{R}$ with $|x| \leq 2$ satisfies $\left|z^{2}-2\right| \leq 2$, and we find that $\mathcal{R}$ is precisely the interval $[-2,2]$ of length 4 .
As a first step towards the proof write $f(z)=\left(z-c_{2}\right) \cdots\left(z-c_{\tau_{1}}\right)$ with $c_{k}=$ $a_{k}+i b_{k}$, and consider the real polynomial $p(x)=\left(x-a_{1}\right) \cdots\left(x-a_{n}\right)$. Let $z=x+i y \in \mathcal{C}$, then by the theorem of Pythagoras

$$
\left|x-a_{k}\right|^{2}+\left|y-b_{k}\right|^{2}=\left|z-c_{k}\right|^{2}
$$

and hence $\left|x-a_{k}\right| \leq\left|z-c_{k}\right|$ for all $k$, that is,

$$
|p(x)|=\left|x-a_{1}\right| \cdots\left|x-a_{n}\right| \leq\left|z-c_{1}\right| \cdots\left|z-c_{n}\right|=|f(z)| \leq 2
$$

Thus we find that $\mathcal{R}$ is contained in the set $\mathcal{P}=\{x \in \mathbb{R}:|p(x)| \leq 2\}$, and if we can show that this latter set is covered by intervals of total length at most 4, then we are done. Accordingly, our main Theorem 1 will be a consequence of the following result.

Theorem 2. Let $p(x)$ be a real polynomial of degree $n \geq 1$ with leading coefficient 1 , and all roots real. Then the set $\mathcal{P}=\{x \in \mathbb{R}:|p(x)| \leq 2\}$ can be covered by intervals of total length at most 4 .

As Polya shows in his paper [2], Theorem 2 is, in turn, a consequence of the following famous result due to Chebyshev. To make this chapter self-contained, we have included a proof in the appendix (following the beautiful exposition by Pólya and Szegô).

## Chebyshev's Theorem.

Let $p(x)$ be a real polynomial of degree $n \geq 1$ with leading coefficient 1 . Then

$$
\max _{-1 \leq x \leq 1}|p(x)| \geq \frac{1}{2^{n-1}}
$$

Let us first note the following immediate consequence.
Corollary. Let $p(x)$ be a real polynomial of degree $n \geq 1$ with leading coefficient 1 , and suppose that $|p(x)| \leq 2$ for all $x$ in the interval $[a, b]$. Then $b-a \leq 4$.

- Proof. Consider the substitution $y=\frac{2}{b-a}(x-a)-1$. This maps the $x$-interval $[a, b]$ onto the $y$-interval $[-1,1]$. The corresponding polynomial

$$
q(y)=p\left(\frac{b-a}{2}(y+1)+a\right)
$$

has leading coefficient $\left(\frac{b-a}{2}\right)^{n}$ and satisfies

$$
\max _{-1 \leq y \leq 1}|q(y)|=\max _{a \leq x \leq b}|p(x)|
$$

By Chebyshev's theorem we deduce

$$
2 \geq \max _{a \leq x \leq b}|p(x)| \geq\left(\frac{b-a}{2}\right)^{n} \frac{1}{2^{n-1}}=2\left(\frac{b-a}{4}\right)^{n}
$$

and thus $b-a \leq 4$, as desired.
This corollary brings us already very close to the statement of Theorem 2. If the set $\mathcal{P}=\{x:|p(x)| \leq 2\}$ is an interval, then the length of $\mathcal{P}$ is at most 4 . The set $\mathcal{P}$ may, however, not be an interval, as in the example depicted here, where $\mathcal{P}$ consists of two intervals.
What can we say about $\mathcal{P}$ ? Since $p(x)$ is a continuous function, we know at any rate that $\mathcal{P}$ is the union of disjoint closed intervals $I_{1}, I_{2}, \ldots$, and that $p(x)$ assumes the value 2 or -2 at each endpoint of an interval $I_{j}$. This implies that there are only finitely many intervals $I_{1}, \ldots, I_{t}$, since $p(x)$ can assume any value only finitely often.
Pólya's wonderful idea was to construct another polynomial $\tilde{p}(x)$ of degree $n$. again with leading coefficient 1 , such that $\widetilde{\mathcal{P}}=\{x:|\tilde{p}(x)| \leq 2\}$ is an interval of length at least $\ell\left(I_{1}\right)+\ldots+\ell\left(I_{i}\right)$. The corollary then proves $\ell\left(I_{1}\right)+\ldots+\ell\left(I_{t}\right) \leq \ell(\widetilde{\mathcal{P}}) \leq 4$, and we are done.

Proof of Theorem 2. Consider $p(x)=\left(x-a_{1}\right) \cdots\left(x-a_{n}\right)$ with $\mathcal{P}=\{x \in \mathbb{R}:|p(x)| \leq 2\}=I_{1} \cup \ldots \cup I_{t}$, where we arrange the intervals $I_{j}$ such that $I_{1}$ is the leftmost and $I_{t}$ the rightmost interval. First we claim that any interval $I_{j}$ contains a root of $p(x)$. We know that $p(x)$ assumes the values 2 or -2 at the endpoints of $I_{j}$. If one value is 2 and the other -2 , then there is certainly a root in $I_{j}$. So assume $p(x)=2$ at both endpoints (the case -2 being analogous). Suppose $b \in I_{j}$ is a point where $p(x)$ assumes its minimum in $I_{j}$. Then $p^{\prime}(b)=0$ and $p^{\prime \prime}(b) \geq 0$. If $p^{\prime \prime}(b)=0$, then $b$ is a multiple root of $p^{\prime}(x)$, and hence a root of $p(x)$ by Fact 1 from the box on the next page. If, on the other hand, $p^{\prime \prime}(b)>0$, then we deduce $p(b) \leq 0$ from Fact 2 from the same box. Hence either $p(b)=0$, and we have our root, or $p(b)<0$, and we obtain a root in the interval from $b$ to either endpoint of $I_{j}$.
Here is the final idea of the proof. Let $I_{1}, \ldots, I_{t}$ be the intervals as before, and suppose the rightmost interval $I_{t}$ contains $m$ roots of $p(x)$, counted with their multiplicities. If $m=n$, tben $I_{t}$ is the only interval (by what we just proved), and we are finished. So assume $m<n$, and let $d$ be the distance between $I_{t-1}$ and $I_{t}$ as in the figure. Let $b_{1}, \ldots, b_{m}$ be the roots of $p(x)$ which lie in $I_{t}$ and $c_{1}, \ldots c_{n-m}$ the remaining roots. We now write $p(x)=q(x) r(x)$ where $q(x)=\left(x-b_{1}\right) \cdots\left(x-b_{m}\right)$ and $r(x)=$ $\left(x-c_{1}\right) \cdots\left(x-c_{n-m}\right)$, and set $p_{1}(x)=q(x+d) r(x)$. The polynomial $p_{1}(x)$ is again of degree $n$ with leading coefficient 1 . For $x \in I_{1} \cup \ldots \cup I_{t-1}$ we have $\left|x+d-b_{i}\right|<\left|x-b_{i}\right|$ for all $i$, and hence $|q(x+d)|<|q(x)|$. It follows that

$$
\left|p_{1}(x)\right| \leq|p(x)| \leq 2 \quad \text { for } x \in I_{1} \cup \ldots \cup I_{t-1}
$$

If, on the other hand, $x \in I_{t}$, then we find $|r(x-d)| \leq|r(x)|$ and thus

$$
\left|p_{1}(x-d)\right|=|q(x)||r(x-d)| \leq|p(x)| \leq 2,
$$



For the polynomial $p(x)=x^{2}(x-3)$ we get $\mathcal{P}=[1-\sqrt{3}, 1] \cup[1+\sqrt{3}, \approx 3.2]$

which means that $I_{t}-d \subseteq \mathcal{P}_{1}=\left\{x:\left|p_{1}(x)\right| \leq 2\right\}$.
In summary, we see that $\mathcal{P}_{1}$ contains $I_{1} \cup \ldots \cup I_{t \ldots 1} \cup\left(I_{t}-d\right)$ and hence has total length at least as large as $\mathcal{P}$. Notice now that with the passage from $p(x)$ to $p_{1}(x)$ the intervals $I_{t-1}$ and $I_{t}-d$ merge into a single interval. We conclude that the intervals $J_{1}, \ldots, J_{s}$ of $p_{1}(x)$ making up $\mathcal{P}_{1}$ have total length at least $\ell\left(I_{1}\right)+\ldots+\ell\left(I_{t}\right)$, and that the rightmost interval $J_{s}$ contains more than $m$ roots of $p_{1}(x)$. Repeating this procedure at most $t-1$ times, we finally arrive at a polynomial $\tilde{p}(x)$ with $\widetilde{\mathcal{P}}=\{x:|\tilde{p}(x)| \leq 2\}$ being an interval of length $\ell(\widetilde{\mathcal{P}}) \geq \ell\left(I_{1}\right)+\ldots \ell\left(I_{i}\right)$, and the proof is complete.

## Two facts about polynomials with real roots

Let $p(x)$ be a non-constant polynomial with only real roots.
Fact 1. If $b$ is a multiple root of $p^{\prime}(x)$, then $b$ is also a root of $p(x)$.
Proof. Let $b_{1}, \ldots, b_{r}$ be the roots of $p(x)$ with multiplicities $s_{1}, \ldots, s_{r}, \sum_{j=1}^{r} s_{j}=n$. From $p(x)=\left(x-b_{j}\right)^{s_{j}} h(x)$ we infer that $b_{j}$ is a root of $p^{\prime}(x)$ if $s_{j} \geq 2$, and the multiplicity of $b_{j}$ in $p^{\prime}(x)$ is $s_{j}-1$. Furthermore, there is a root of $p^{\prime}(x)$ between $b_{1}$ and $b_{2}$, another root between $b_{2}$ and $b_{3}, \ldots$, and one between $b_{r-1}$ and $b_{r}$, and all these roots must be single roots, since $\sum_{j=1}^{r}\left(s_{j}-1\right)+(r-1)$ counts already up to the degree $n-1$ of $p^{\prime}(x)$. Consequently, the multiple roots of $p^{\prime}(x)$ can only occur among the roots of $p(x)$.

Fact 2. We have $p^{\prime}(x)^{2} \geq p(x) p^{\prime \prime}(x)$ for all $x \in \mathbb{R}$.
Proof. If $x=a_{i}$ is a root of $p(x)$, then there is nothing to show. Assume then $x$ is not a root. The product rule of differentiation yields

$$
p^{\prime}(x)=\sum_{k=1}^{n} \frac{p(x)}{x-a_{k}}, \quad \text { that is, } \quad \frac{p^{\prime}(x)}{p(x)}=\sum_{k=1}^{n} \frac{1}{x-a_{k}}
$$

Differentiating this again we have

$$
\frac{p^{\prime \prime}(x) p(x)-p^{\prime}(x)^{2}}{p(x)^{2}}=-\sum_{k=1}^{n} \frac{1}{\left(x-a_{k}\right)^{2}}<0 .
$$

## Appendix: Chebyshev's theorem

Theorem. Let $p(x)$ be a real polynomial of degree $n \geq 1$ with leading coefficient 1. Then

$$
\operatorname{mixx}_{-1 \leq x \leq 1}|p(x)| \geq \frac{1}{2^{n-1}}
$$

Bcfore we start, let us look at some examples where we have equality. The margin depicts the graphs of polynomials of degrees 1,2 and 3 , where we have equality in each case. Indeed, we will see that for every degree there is precisely one polynomial with equality in Chebyshev's theorem.

- Proof. Consider a real polynomial $p(x)=x^{n}+a_{n-1} x^{n-1}+\ldots+a_{0}$ with leading coefficient 1 . Since we are interested in the range $-1 \leq x \leq 1$, we set $x=\cos \vartheta$ and denote by $g(\vartheta):=p(\cos \vartheta)$ the resulting polynomial in $\cos \eta$,

$$
\begin{equation*}
g(\vartheta)=(\cos \vartheta)^{n}+a_{n-1}(\cos \vartheta)^{n-1}+\ldots+a_{0} \tag{1}
\end{equation*}
$$

The proof proceeds now in the following two steps which are both classical results and interesting in their own right.
(A) We express $g(v)$ as a so-called cosine polynomial, that is, a polynomial of the form

$$
\begin{equation*}
g(\vartheta)=b_{n} \cos n \vartheta+b_{n-1} \cos (n-1) \vartheta+\ldots+b_{1} \cos \vartheta+b_{0} \tag{2}
\end{equation*}
$$

with $b_{k} \in \mathbb{R}$, and show that its leading coefficient is $b_{n}=\frac{1}{2^{n-1}}$.
(B) Given any cosine polynomial $h(\vartheta)$ of order $n$ (meaning that $\lambda_{n}$ is the highest nonvanishing coefficient)

$$
\begin{equation*}
h(\vartheta)=\lambda_{n} \cos n \vartheta+\lambda_{n-1} \cos (n-1) \vartheta+\ldots+\lambda_{0}, \tag{3}
\end{equation*}
$$

we show $\left|\lambda_{n}\right| \leq \max |h(\vartheta)|$, which when applied to $g(\vartheta)$ will then prove the theorem.

Proof of (A). To pass from (1) to the representation (2), we have to express all powers $(\cos \vartheta)^{k}$ as cosine polynomials. For example, the addition theorem for the cosine gives

$$
\cos 2 \vartheta=\cos ^{2} \vartheta-\sin ^{2} \vartheta=2 \cos ^{2} \vartheta-1,
$$

so that $\cos ^{2} \vartheta=\frac{1}{2} \cos 2 \vartheta+\frac{1}{2}$. To do this for an arbitrary power $(\cos \vartheta)^{k}$ we go into the complex numbers, via the relation $e^{i x}=\cos x+i \sin x$. The $e^{i x}$ are the complex numbers of absolute value I (see the box on complex unit roots on page 25 ). In particular, this yields

$$
\begin{equation*}
e^{i n \vartheta}=\cos n \vartheta+i \sin n \vartheta . \tag{4}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
e^{i n \vartheta}=\left(e^{i \vartheta}\right)^{n}=(\cos \vartheta+i \sin \vartheta)^{n} . \tag{5}
\end{equation*}
$$



The polynomials $p_{1}(x)=x, p_{2}(x)=$ $x^{2}-\frac{1}{2}$ and $p_{3}(x)=x^{3}-\frac{3}{4} x$ achicve equality in Chebyshev's theorcm.

Equating the real parts in (4) and (5) we obtain by $i^{4 \ell+2}=-1, i^{4 \ell}=1$ and $\sin ^{2} \theta=1-\cos ^{2} \theta$

$$
\begin{align*}
\cos n \vartheta= & \sum_{\ell \geq 0}\binom{n}{4 \ell}(\cos \vartheta)^{n-4 \ell}\left(1-\cos ^{2} \vartheta\right)^{2 \ell} \\
& \cdots \sum_{\ell \geq 0}\binom{n}{4 \ell+2}(\cos \vartheta)^{n-4 \ell-2}\left(1-\cos ^{2} \vartheta\right)^{2 \ell+1} \tag{6}
\end{align*}
$$

We conclude that $\cos n \vartheta$ is a polynomial in $\cos \vartheta$,

$$
\begin{equation*}
\cos n \vartheta=c_{n}(\cos \vartheta)^{n}+c_{n} \quad(\cos \vartheta)^{n-1}+\ldots+c_{0} . \tag{7}
\end{equation*}
$$

From (6) we obtain for the highest coefficient

$$
c_{n}=\sum_{\ell \geq 0}\binom{n}{4 \ell}+\sum_{\ell \geq 0}\binom{n}{4 \ell+2}=2^{n-1}
$$

Now we turn our argument around. Assuming by induction that for $k<n$, $(\cos v)^{k}$ can he expressed as a cosine polynomial of order $k$, we infer from (7) that $(\cos \vartheta)^{n}$ can be written as a cosine polynomial of order $n$ with leading coefficient $b_{n}=\frac{1}{2^{n-1}}$.
Proof of (B). Let $h(\vartheta)$ be a cosine polynomial of order $n$ as in (3), and assume without loss of generality $\lambda_{n}>0$. Now we set $m(\vartheta):=\lambda_{n} \cos n \vartheta$ and find

$$
m\left(\frac{k}{n} \pi\right)=(-1)^{k} \lambda_{n} \quad \text { for } k=0,1, \ldots, n
$$

Suppose, for a proof by contradiction, that $\max |h(\vartheta)|<\lambda_{n}$. Then

$$
m\left(\frac{k}{n} \pi\right)-h\left(\frac{k}{n} \pi\right)=(-1)^{k} \lambda_{n}-h\left(\frac{k}{n} \pi\right)
$$

is positive for even $k$ and negative for odd $k$ in the range $0 \leq k \leq n$. We conclude that $m(\vartheta)-h(\vartheta)$ has at least $n$ roots in the interval $[0, \pi]$. But this cannot be since $m(\theta)-h(\vartheta)$ is a cosinc polynomial of order $n-1$, which can be written in the form (1) and thus has at most $n-1$ roots.
The proof of ( $\mathbf{B}$ ) and thus of Chebyshev's theorem is complete.
The reader can now easily complete the analysis, showing that $g_{n}(v):=$ $\frac{1}{2^{n-1}} \cos n \vartheta$ is the only cosine polynomial of order $n$ with leading coefficient 1 that achieves the equality $\max |g(\vartheta)|=\frac{1}{2^{n-1}}$.
The polynomials $T_{n}(x)=\cos n \theta, x=\cos \vartheta$, are called the Chebyshev polynomials (of the first kind); thus $\frac{1}{2^{n-1}} T_{n}(x)$ is the unique monic polynomial of degree $n$ where equality holds in Chebyshev's theorem.
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## On a lemma of Littlewood and Offord

In their work on the distribution of roots of algebraic equations, Littlewood and Offord proved in 1943 the following result:

Let $a_{1}, a_{2}, \ldots, a_{n}$ be complex numbers with $\left|a_{i}\right| \geq 1$ for all $i$, and consider the $2^{n}$ Iinear combinations $\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ with $\varepsilon_{i} \in\{1,-1\}$. Then the number of sums $\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ which lie in the interior of any circle of radius 1 is not greater than

$$
c \frac{2^{n}}{\sqrt{n}} \log n \quad \text { for some constant } c>0
$$

A few years later Paul Erdôs improved this bound by removing the $\log n$. term, but what is more interesting, he showed that this is, in fact, a simple consequence of the theorem of Sperner (see page 151).
To get a feeling for his argument, let us look at the case when all $a_{i}$ are real. We may assume that all $a_{i}$ are positive (by changing $a_{i}$ to $-a_{i}$ and $\varepsilon_{i}$ to $-\varepsilon_{i}$ whenever $u_{i}<0$ ). Now suppose that a set of combinations $\sum \varepsilon_{i} a_{i}$ lies in the interior of an interval of length 2 , Let $N=\{1,2, \ldots, n\}$ be the index set. For every $\sum \varepsilon_{i} a_{i}$ we set $I:=\left\{i \in N: \varepsilon_{i}=1\right\}$. Now if $I \subsetneq I^{\prime}$ for two such sets, then we conclude that

$$
\sum \varepsilon_{i}^{\prime} a_{i}-\sum \varepsilon_{i} a_{i}=2 \sum_{i \in I^{\prime} \backslash I} a_{i} \geq 2 .
$$

which is a contradiction. Hence the sets $I$ form an antichain, and we conclude from the theorem of Sperner that there are at most $\binom{n}{[n / 2]}$ such combinations. By Stirling's formula (see page 11) we have

$$
\binom{n}{\lfloor n / 2\rfloor} \leq c \frac{2^{n}}{\sqrt{n}} \quad \text { for some } c>0
$$

For $n$ even and all $a_{i}=1$ we obtain $\binom{n}{n / 2}$ combinations $\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ that sum to 0 . Looking at the interval $(-1,1)$ we thus find that the binomial number gives the exact bound.
In the same paper Erdofs conjectured that $\binom{n}{\lfloor n / 2\rfloor}$ was the right bound for complex numbers as well (he could only prove $c 2^{n} n^{-1 / 2}$ for some $c$ ) and indeed that the same bound is valid for vectors $\boldsymbol{a}_{1} \ldots, a_{n}$ with $\left|\boldsymbol{a}_{i}\right| \geq 1$ in a real Hilbert space, when the circle of radius 1 is replaced by an open ball of radius 1 .

## Chapter 19



John E. Littlewood

Sperner's theorem. Any antichain of subsets of an n-set has size at most $\left(\begin{array}{c}n \\ {\left[\begin{array}{l}n / 2]\end{array}\right)}\end{array}\right.$.

Erdős was right, but it took twenty years until Gyula Katona and Daniel Kleitman independently came up with a proof for the complex numbers (or, what is the same, for the plane $\mathbb{R}^{2}$ ). Their proofs used explicitly the 2 -dimensionality of the plane, and it was not at all clear how they could be extended to cover finite dimensional real vector spaces.
But then in 1970 Kleitman proved the full conjecture on Hilbert spaces with an argument of stunning simplicity. In fact, he proved even more. His argument is a prime example of what you can do when you find the right induction hypothesis.
A word of comfort for all readers who are not familiar with the notion of a Hilhert space: We do not really need general Hilbert spaces. Since we only deal with finitely many vectors $\boldsymbol{a}_{i}$, it is enough to consider the real space $\mathbb{R}^{d}$ with the usual scalar product. Here is Kleitman's result.

Theorem. Let $a_{1}, \ldots, a_{n}$ be vectors in $\mathbb{R}^{d}$, each of length at least 1 , and let $R_{1}, \ldots, R_{k}$ be $k$ open regions of $\mathbb{R}^{d}$, where $|\boldsymbol{x}-\boldsymbol{y}|<2$ for any $\boldsymbol{x}, \boldsymbol{y}$ that lie in the same region $R_{i}$.
Then the number of linear combinations $\sum_{i=1}^{n} \varepsilon_{i} a_{i}, \varepsilon_{i} \in\{1,-1\}$, that can lie in the union $\bigcup_{i} R_{i}$ of the regions is at most the sum of the $k$ largest binomial coefficients $\binom{n}{j}$.
In particular, we get the bound $\binom{n}{\lfloor n / 2\rfloor}$ for $k=1$.

Before turning to the proof note that the bound is exact for

$$
\boldsymbol{a}_{1}=\ldots=\boldsymbol{a}_{n}=\boldsymbol{a}=(1,0, \ldots, 0)^{T}
$$

Indeed, for even $n$ we obtain $\binom{n}{n / 2}$ sums equal to $0,\binom{n}{n / 2-1}$ sums equal to $(-2) a,\binom{n}{n / 2+1}$ sums equal to $2 \boldsymbol{a}$, and so on. Choosing balls of radius 1 around

$$
-2\left\lceil\frac{k-1}{2}\right\rceil \boldsymbol{a}, \quad \ldots \quad(-2) \boldsymbol{a}, \quad \mathbf{0}, \quad 2 \boldsymbol{a}, \quad \ldots \quad 2\left\lfloor\frac{k-1}{2}\right\rfloor \boldsymbol{a},
$$

we obtain

$$
\binom{n}{\left\lfloor\frac{n-k+1}{2}\right\rfloor}+\ldots+\binom{n}{\frac{n-2}{2}}+\binom{n}{\frac{n}{2}}+\binom{n}{\frac{n+2}{2}}+\ldots+\binom{n}{\left\lfloor\frac{n+k-1}{2}\right\rfloor}
$$

sums lying in these $k$ balls, and this is our promised expression, since the largest binomial coefficients are centered around the middle (see page 12 ). A similar reasoning works when $n$ is odd.

- Proof. We may assume, without loss of generality, that the regions $R_{i}$ are disjoint, and will do so from now on. The key to the proof is the recursion of the binomial coefficients, which tells us how the largest binomial coefficients of $n$ and $n-1$ are related. Set $r=\left\lfloor\frac{n-k+1}{2}\right\rfloor, s=\left\lfloor\frac{n+k-1}{2}\right\rfloor$, then $\binom{n}{r},\binom{n}{r+1}, \ldots,\binom{n}{s}$ are the $k$ largest binomial coefficients for $n$. The recursion $\binom{n}{i}=\binom{n-1}{i}+\binom{n-1}{i-1}$ implies

$$
\begin{align*}
\sum_{i=r}^{s}\binom{n}{i} & =\sum_{i=r}^{s}\binom{n-1}{i}+\sum_{i=r}^{s}\binom{n-1}{i-1} \\
& =\sum_{i=r}^{s}\binom{n-1}{i}+\sum_{i=r-1}^{s-1}\binom{n-1}{i}  \tag{1}\\
& =\sum_{i=r-1}^{s}\binom{n-1}{i}+\sum_{i=r}^{s-1}\binom{n-1}{i}
\end{align*}
$$

and an easy calculation shows that the first sum adds the $k+1$ largest binomial coefficients $\binom{n-1}{i}$, and the second sum the largest $k-1$.
Kleitman's proof proceeds by induction on $n$, the case $n=1$ being trivial. In the light of (1) we need only show for the induction step that the linear combinations of $a_{1}, \ldots, a_{n}$ that lie in $k$ disjoint regions can be mapped bijectively onto combinations of $a_{1}, \ldots, a_{n-1}$ that lie in $k+1$ or $k-1$ regions.

Claim. At least one of the translated regions $R_{j}-a_{n}$ is disjoint from all the translated regions $R_{1}+a_{n}, \ldots, R_{k}+a_{n}$.

To prove this, consider the hyperplane $H=\left\{\boldsymbol{x}:\left\langle\boldsymbol{a}_{n}, \boldsymbol{x}\right\rangle=c\right\}$ orthogonal to $a_{n}$, which contains all translates $R_{i}+a_{n}$ on the side that is given by $\left\langle\boldsymbol{a}_{n}, \boldsymbol{x}\right\rangle \geq c$, and which touches the closure of some region, say $R_{j}+\boldsymbol{a}_{n}$. Such a hyperplane exists since the regions are bounded. Now $|\boldsymbol{x}-\boldsymbol{y}|<2$ bolds for any $\boldsymbol{x} \in R_{j}$ and $y$ in the closure of $R_{j}$, since $R_{j}$ is open. We want to show that $R_{j}-a_{n}$ lies on the other side of $H$. Suppose, on the contrary, that $\left\langle a_{n} . \boldsymbol{x}-\boldsymbol{a}_{n}\right\rangle \geq c$ for some $\boldsymbol{x} \in R_{j}$, that is, $\left\langle\boldsymbol{a}_{n}, \boldsymbol{x}\right\rangle \geq\left|\boldsymbol{a}_{n}\right|^{2}+c$.


Let $y+a_{n}$ be a point where $H$ touches $R_{j}+a_{n}$, then $\boldsymbol{y}$ is in the closure of $R_{j}$, and $\left\langle\boldsymbol{a}_{n}, \boldsymbol{y}+\boldsymbol{a}_{n}\right\rangle=c$, that is, $\left\langle\boldsymbol{a}_{n},-\boldsymbol{y}\right\rangle=\left|\boldsymbol{a}_{n}\right|^{2} \cdots$ c. Hence

$$
\left\langle\boldsymbol{a}_{n}, \boldsymbol{x}-\boldsymbol{y}\right\rangle \geq 2\left|a_{n}\right|^{2}
$$

and we infer from the Cauchy-Schwarz inequality

$$
2\left|\boldsymbol{a}_{n}\right|^{2} \leq\left\langle\boldsymbol{a}_{n}, \boldsymbol{x}-\boldsymbol{y}\right\rangle \leq\left|a_{n}\right||\boldsymbol{x}-\boldsymbol{y}|
$$

and thus (with $\left|\boldsymbol{a}_{n}\right| \geq 1$ ) we get $2 \leq 2\left|\boldsymbol{a}_{n}\right| \leq|\boldsymbol{x}-\boldsymbol{y}|$, a contradiction.
The rest is easy. We classify the combinations $\sum \varepsilon_{i} a_{i}$ which come to lie in $R_{1} \cup \ldots \cup R_{k}$ as follows. Into Class 1 we put all $\sum_{i-1}^{n} \varepsilon_{i} \boldsymbol{a}_{i}$ with $\varepsilon_{n}=-1$ and all $\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ with $\varepsilon_{n}=1$ lying in $R_{j}$, and into Class 2 we throw in the remaining combinations $\sum_{i=1}^{n} \varepsilon_{i} a_{i}$ with $\varepsilon_{n}=1$, not in $R_{j}$. It follows that the combinations $\sum_{i=1}^{n-1} \varepsilon_{i} a_{i}$ corresponding to Class 1 lie in the $k+1$ disjoint regions $R_{1}+a_{n}, \ldots, R_{k}+a_{n}$ and $R_{j}-a_{n}$, and the combinations $\sum_{i=1}^{n-1} \varepsilon_{i} a_{i}$ corresponding to Class 2 lie in the $k-1$ disjoint regions $R_{1}-a_{n} \ldots, R_{k}-a_{n}$ without $R_{j}-a_{n}$. By induction, Class 1 contains at most $\sum_{i=r-1}^{s}\binom{n-1}{i}$ combinations, while Class 2 contains at most $\sum_{i=r}^{s-1}\left({ }^{n}{ }_{i}{ }^{1}\right)$ combinations - and by (1) this is the whole proof, straight from The Book.
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## Cotangent and the Herglotz trick

What is the most interesting formula involving elementary functions? In his beautiful article [2], whose exposition we closely follow, Jürgen Elstrodt nominates as a first candidate the partial fraction expansion of the cotangent function:

$$
\pi \cot \pi x=\frac{1}{x}+\sum_{n=1}^{\infty}\left(\frac{1}{x+n}+\frac{1}{x-n}\right) \quad(x \in \mathbb{R} \backslash \mathbb{Z}) .
$$

This elegant formula was proved by Euler in $\$ 178$ of his Introductio in Analysin Infinitorum from 1748 and it certainly counts among his finest achievements. We can also write it even more elegantly as

$$
\begin{equation*}
\pi \cot \pi x=\lim _{N \rightarrow x} \sum_{n=-N}^{N} \frac{1}{x+n} \tag{1}
\end{equation*}
$$

but one has to note that the evaluation of the sum $\sum_{n \in \mathbb{Z}} \frac{1}{x+n}$ is a bit dangerous, since the sum is only conditionally convergent, so its value depends on the "right" order of summation.
We shall derive (1) by an argument of sturning simplicity which is attributed to Gustav Herglotz. - the "Herglotz. trick." To get started, set

$$
f(x):=\pi \cot \pi x, \quad g(x):=\lim _{N \rightarrow \infty} \sum_{n=-N}^{N} \frac{\hat{1}}{x+n} .
$$

and let us try to derive enough common properties of these functions to see in the end that they must coincide...
(A) The functions $f$ and $g$ are defined for all non-integral values and are continuous there.

For the cotangent function $f(x)=\pi \cot \pi x=\pi \frac{\cos \pi x}{\sin \pi x}$, this is clear (see the figure). For $g(x)$, we first use the identity $\frac{1}{x+n}+\frac{1}{x-n}=-\frac{2 x}{n^{2}-x^{2}}$ to rewrite Euler's formula as

$$
\begin{equation*}
\pi \cot \pi x=\frac{1}{x}-\sum_{n=1}^{\infty} \frac{2 x}{n^{2}-x^{2}} \tag{2}
\end{equation*}
$$

Thus for (A) we have to prove that for every $x \notin \mathbb{Z}$ the series

$$
\sum_{n=1}^{\infty} \frac{1}{n^{2}-x^{2}}
$$

converges uniformly in a neighborhood of $x$.


Gustav Herglotz


The function $f(x)=\pi \cot \pi \pi$

For this, we don't get any problem with the first term, for $n=1$, or with the terms with $2 n-1 \leq x^{2}$, since there is only a finite number of them. On the other hand, for $n \geq 2$ and $2 n-1>x^{2}$, that is $n^{2}-x^{2}>(n-1)^{2}>0$, the summands are bounded by

$$
0<\frac{1}{n^{2}-x^{2}}<\frac{1}{(n-1)^{2}}
$$

and this bound is not only true for $x$ itself, but also for values in a neighborhood of $x$. Finally the fact that $\sum \frac{1}{(n-1)^{2}}$ converges (to $\frac{\pi^{2}}{6}$, sec page 35) provides the uniform convergence needed for the proof of $(\mathbf{A})$.
(B) Both $f$ and $g$ are periodic of period 1, that is, $f(x+1)=f(x)$ and $g(x+1)=g(x)$ hold for all $x \in \mathbb{R} \backslash \mathbb{Z}$.

Since the cotangent has period $\pi$, we find that $f$ has period 1 (sec again the figure above). For $g$ we argue as follows. Let

$$
g_{N}(x):=\sum_{n=-N}^{N} \frac{1}{x+n}
$$

then

$$
\begin{aligned}
g_{N}(x+1) & =\sum_{n=-N}^{N} \frac{1}{x+1+n}=\sum_{n=-N+1}^{N+1} \frac{1}{x+n} \\
& =g_{N-1}(x)+\frac{1}{x+N}+\frac{1}{x+N+1}
\end{aligned}
$$

Hence $g(x+1)=\lim _{N \rightarrow \infty} g_{N}(x+1)=\lim _{N \rightarrow \infty} g_{N-1}(x)=g(x)$.
(C) Both $f$ and $g$ are odd functions, that is, we have $f(-x)=-f(x)$ and $g(-x)=-g(x)$ for all $x \in \mathbb{R} \backslash \mathbb{Z}$.

The function $f$ obviously has this property, and for $g$ we just have to observe that $g_{N}(-x)=-g_{N}(x)$.

The final two facts constitute the Herglotz trick: First we show that $f$ and $g$ satisfy the same functional equation, and secondly that $h:=f-g$ can be continuously extended to all of $\mathbb{R}$.
(D) The two functions $f$ and $g$ satisfy the same functional equation:
$f\left(\frac{x}{2}\right)+f\left(\frac{x+1}{2}\right)=2 f(x)$ and $g\left(\frac{x}{2}\right)+g\left(\frac{x+1}{2}\right)=2 g(x)$.

Addition theorems:
$\sin (x+y)=\sin x \cos y+\cos x \sin y$
$\cos (x+y)=\cos x \cos y-\sin x \sin y$
$\Longrightarrow \sin \left(x+\frac{\pi}{2}\right)=\cos x$
$\cos \left(x+\frac{\pi}{2}\right)=-\sin x$
$\sin x=2 \sin \frac{x}{2} \cos \frac{x}{2}$
$\cos x=\cos ^{2} \frac{x}{2}-\sin ^{2} \frac{x}{2}$.

For $f(x)$ this results from the addition theorems for the sine and cosine functions:

$$
\begin{aligned}
f\left(\frac{x}{2}\right)+\int\left(\frac{x+1}{2}\right) & =\pi\left[\frac{\cos \frac{\pi x}{2}}{\sin \frac{\pi x}{2}}-\frac{\sin \frac{\pi x}{2}}{\cos \frac{\pi x}{2}}\right] \\
& =2 \pi \frac{\cos \left(\frac{\pi x}{2}+\frac{\pi x}{2}\right)}{\sin \left(\frac{\pi x}{2}+\frac{\pi x}{2}\right)}=2 f(x) .
\end{aligned}
$$

The functional equation for $g$ follows from

$$
g_{N}\left(\frac{x}{2}\right)+g_{N}\left(\frac{x+1}{2}\right)=2 g_{2 N}(x)+\frac{2}{x+2 N+1} .
$$

which in turn follows from

$$
\frac{1}{\frac{x}{2}+n}+\frac{1}{\frac{x+1}{2}+n}=2\left(\frac{1}{x+2 n}+\frac{1}{x+2 n+1}\right)
$$

Now let us look at

$$
\begin{equation*}
h(x)=f(x)-g(x)=\pi \cot \pi x-\left(\frac{1}{x}-\sum_{n=1}^{\infty} \frac{2 x}{n^{2}-x^{2}}\right) \tag{3}
\end{equation*}
$$

We know by now that $h$ is a continuous function on $\mathbb{R} \backslash \mathbb{Z}$ that satisfies the properties (B), (C), (D). What happens at the integral values? From the sine and cosine series expansions, or by applying de l'Hospital's rule twice, we find

$$
\lim _{x \rightarrow 0}\left(\cot x-\frac{1}{x}\right)=\lim _{x \rightarrow 0} \frac{x \cos x-\sin x}{x \sin x}=0,
$$

and hence also

$$
\lim _{x \rightarrow 0}\left(\pi \cot \pi x-\frac{1}{x}\right)=0
$$

But since the last sum $\sum_{n=1}^{\infty} \frac{2 x}{n^{2}-x^{2}}$ in (3) converges to 0 with $x \longrightarrow 0$, we have in fact $\lim _{x \rightarrow 0} h(x)=0$, and thus by periodicity

$$
\lim _{x \rightarrow n} h(x)=0 \quad \text { for all } n \in \mathbb{Z}
$$

In summary, we have shown the following:
(E) By setting $h(x):=0$ for $x \in \mathbb{Z}, h$ becomes a continuous function on all of $\mathbb{R}$ that shares the properties given in (B), (C) and (D).

We are ready for the coup de grâce. Since $h$ is a periodic continuous function, it possesses a maximum $m$. Let $x_{0}$ be a point in $[0,1]$ with $h\left(x_{0}\right)=m$. It follows from (D) that

$$
h\left(\frac{x_{0}}{2}\right)+h\left(\frac{x_{0}+1}{2}\right)=2 m
$$

and hence that $h\left(\frac{x_{0}}{2}\right)=m$. Iteration gives $h\left(\frac{x_{0}}{2^{n}}\right)=m$ for all $n$, and hence $h(0)=m$ by continuity. But $h(0)=0$, and so $m=0$, that is, $h(x) \leq 0$ for all $x \in \mathbb{R}$. As $h(x)$ is an odd function, $h(x)<0$ is impossible, hence $h(x)=0$ for all $x \in \mathbb{R}$, and Euler's theorem is proved.

A great many corollaries can be derived from (1), the most famous of which concerns the values of Riemann's zeta function at even positive integers (see the Appendix to Chapter 6),

$$
\begin{equation*}
\zeta(2 k)=\sum_{n=1}^{\infty} \frac{1}{n^{2 k}} \quad(k \in \mathbb{N}) \tag{4}
\end{equation*}
$$

$\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!} \pm \ldots$
$\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!} \pm \ldots$

So to finish our story let us see how Euler - a few years later, in 1755 treated the series (4). We start with formula (2). Multiplying (2) by $x$ and setting $y=\pi x$ we find for $|y|<\pi$ :

$$
\begin{aligned}
y \cot y & =1 \cdot 2 \sum_{n=1}^{\infty} \frac{y^{2}}{\pi^{2} n^{2}-y^{2}} \\
& =1-2 \sum_{n-1}^{\infty} \frac{y^{2}}{\pi^{2} n^{2}} \frac{1}{1-\left(\frac{y}{\pi n}\right)^{2}}
\end{aligned}
$$

The last factor is the sum of a geometric series, hence

$$
\begin{aligned}
y \cot y & =1-2 \sum_{n=1}^{\infty} \sum_{k=1}^{\infty}\left(\frac{y}{\pi n}\right)^{2 k} \\
& =1-2 \sum_{k=1}^{\infty}\left(\frac{1}{\pi^{2 k}} \sum_{n=1}^{\infty} \frac{1}{n^{2 k}}\right) y^{2 k}
\end{aligned}
$$

and we have proved the remarkable result:
For all $k \in \mathbb{N}$, the coefficient of $y^{2 k}$ in the power series expansion of $y \cot y$ equals

$$
\begin{equation*}
\left[y^{2 k}\right] y \cot y=-\frac{2}{\pi^{2 k}} \sum_{n-1}^{\infty} \frac{1}{n^{2 k}}=-\frac{2}{\pi^{2 k}} \zeta(2 k) \tag{5}
\end{equation*}
$$

There is another, perhaps much more "canonical," way to obtain a series expansion of $y \cot y$. We know from analysis that $e^{i y}=\cos y+i \sin y$, and thus

$$
\cos y=\frac{e^{i y}+e^{-i y}}{2}, \quad \sin y=\frac{e^{i y}-e^{-i y}}{2 i}
$$

which yields

$$
y \cot y=i y \frac{e^{i y}+e^{-i y}}{e^{i y} e^{-i y}}=i y \frac{e^{2 i y}+1}{e^{2 i y}-1} .
$$

We now substitute $z=2 i y$, and get

$$
\begin{equation*}
y \cot y=\frac{z}{2} \frac{e^{z}+1}{e^{z}-1}=\frac{z}{2}+\frac{z}{e^{z}-1} . \tag{6}
\end{equation*}
$$

Thus all we need is a power series expansion of the function $\frac{z}{e^{i}-1}$; note that this function is defined and continuous on all of $\mathbb{R}$ (for $z=0$ use the power series of the exponential function, or alternatively de l'Hospital's rule, which yields the value 1). We write

$$
\begin{equation*}
\frac{z}{e^{z}-1}=: \sum_{n \geq 0} B_{n} \frac{z^{n}}{n!} \tag{7}
\end{equation*}
$$

The cocfficients $B_{n}$ are known as the Bernoulli numbers. The left-hand side of (6) is an even function (that is, $f(z)=f(-z)$ ), and thus we see that $B_{n}=0$ for odd $n \geq 3$, while $B_{1}=-\frac{1}{2}$ corresponds to the term of $\frac{z}{2}$ in (6).

From

$$
\left(\sum_{n \geq 0} B_{n} \frac{z^{n}}{n!}\right)\left(e^{z}-1\right)=\left(\sum_{n \geq 0} B_{n} \frac{z^{n}}{n!}\right)\left(\sum_{n \geq 1} \frac{z^{n}}{n!}\right)=z
$$

we obtain by comparing coefficients for $z^{n}$ :

$$
\sum_{k-0}^{n-1} \frac{B_{k}}{k!(n-k)!}= \begin{cases}1 & \text { for } n=1  \tag{8}\\ 0 & \text { for } n \neq 1\end{cases}
$$

We may compute the Bernoulli numbers recursively from (8). The value $n=1$ gives $B_{0}=1, n=2$ yields $\frac{B_{0}}{2}+B_{1}=0$, that is $B_{1}=-\frac{1}{2}$, and so on.
Now we are almost done: The combination of (6) and (7) yields

$$
y \cot y=\sum_{k-0}^{\infty} B_{2 k} \frac{(2 i y)^{2 k}}{(2 k)!}=\sum_{k=0}^{\infty} \frac{(-1)^{k} 2^{2 k} B_{2 k}}{(2 k)!} y^{2 k}
$$

and out comes, with (5), Euler's formula for $\zeta(2 k)$ :

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2 k}}=\frac{(-1)^{k-1} 2^{2 k-1} B_{2 k}}{(2 k)!} \pi^{2 k} \quad(k \in \mathbb{N}) \tag{9}
\end{equation*}
$$

Looking at our table of the Bernoulli numbers, we thus obtain once again the sum $\sum \frac{1}{n^{2}}=\frac{\pi^{2}}{6}$ from Chapter 6, and further

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \frac{1}{n^{4}}-\frac{\pi^{4}}{90}, \quad \sum_{n=1}^{\infty} \frac{1}{n^{6}}=\frac{\pi^{6}}{945}, \quad \sum_{n=1}^{\infty} \frac{1}{n^{8}}=\frac{\pi^{8}}{9450}, \\
& \sum_{n-1}^{\infty} \frac{1}{n^{10}}=\frac{\pi^{10}}{93555}, \quad \sum_{n=1}^{\infty} \frac{1}{n^{12}}=\frac{691 \pi^{12}}{638512875}, \quad \ldots
\end{aligned}
$$

The Bernoulli number $B_{10}=\frac{5}{69}$ that gets us $\zeta(10)$ looks innocuous enough, but the next value $B_{12}=-\frac{69}{2730}$, needed for $\zeta(12)$, contains the large prime factor 691 in the numerator. Euler had first computed some values $\zeta(2 k)$ without noticing the connection to the Bernoulli numbers. Only the appearance of the strange prime 691 put him on the right track.
Incidentally, since $\zeta(2 k)$ converges to 1 for $k \longrightarrow \infty$, equation (9) tells us that the numbers $\left|B_{2 k}\right|$ grow very fast - something that is not clear from the first few values.
In contrast to all this, one knows very little about the values of the Riemann zeta function at the odd integers $k \geq 3$; see page 41 .

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $B_{n}$ | 1 | $-\frac{1}{2}$ | $\frac{1}{6}$ | 0 | $-\frac{1}{30}$ | 0 | $\frac{1}{42}$ | 0 | $-\frac{1}{30}$ |

The first few Bernoulli numbers
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Page 131 of Euler's 1748 "Introductio in Analysin Infinitorum"
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## Buffon's needle problem

A French nobleman, Georges Louis Leclerc, Comte de Buffon, posed the following problem in 1777:

1 Suppose that you drop a short needle on ruled paper - what is then the probability that the needle comes to lie in a position where it crosses one of the lines?

The probability depends on the distance $d$ between the lines of the ruled paper, and it depends on the length $\ell$ of the needle that we drop - or rather it depends only on the ratio $\frac{\ell}{d}$. A short needle for our purpose is one of length $\ell \leq d$. In other words, a short needle is one that cannot cross two lines at the same time (and will come to touch two lines only with probability zero). The answer to Buffon's problem may come as a surprise: It involves the number $\pi$.

## Theorem ('Buffon's needle problem")

If a short needle, of length $\ell$, is dropped on paper that is ruled with equally spaced lines of distance $d \geq \ell$, then the probability that the needle comes to lie in a position where it crosses one of the lines is exactly

$$
p=\frac{2}{\pi} \frac{\ell}{d}
$$

The result means that from an experiment one can get approximate values for $\pi$ : If you drop a needle $N$ times, and get a positive answer (an intersection) in $P$ cases, then $\frac{P}{N}$ should be approximately $\frac{2}{\pi} \frac{\ell}{d}$, that is, $\pi$ should be approximated by $\frac{2 d N}{d P}$. The most extensive (and exhaustive) test was perhaps done by Lazzarini in 1901, who allegedly even built a machine in order to drop a stick 3408 times (with $\frac{\ell}{d}=\frac{5}{6}$ ). He found that it came to cross a line 1808 times, which yields the approximation $\pi \approx 2 \cdot \frac{5}{6} \frac{3408}{180 \Omega}=3.1415929 \ldots$, which is correct to six digits of $\pi$, and much too good to be true! (The values that Lazzarini chose lead directly to the well-known approximation $\pi \approx \frac{355}{113}$; see page 31 . This explains the more than suspicious choices of 3408 and $\frac{5}{6}$, where $\frac{5}{6} 3408$ is a multiple of 355 . See [5] for a discussion of Lazzarini's hoax.)
The needle problem can be solved by evaluating an integral. We will do that below, and by this method we will also solve the problem for a long needle. But the Book Proof, presented by E. Barbier in 1860 , needs no integrals. It just drops a different needle ...

## Chapter 21



Le Comte de Buffon


If you drop any needle, short or long, then the expected number of crossings will be

$$
E=p_{1}+2 p_{2}+3 p_{3}+\ldots,
$$

where $p_{1}$ is the prohability that the needle will come to lie with exactly one crossing, $p_{2}$ is the prohability that we get exactly two crossings, $p_{3}$ is the probability for three crossings, etc. The probability that we get at least one crossing, which Buffon's problem asks for, is thus

$$
p=p_{1}+p_{2}+p_{3}+\ldots
$$

(Events where the needle comes to lie exactly on a line, or with an endpoint on one of the lines, have probability zero - so they can he ignored throughout our discussion.)
On the other hand, if the needle is short then the probability of more than one crossing is zero, $p_{2}=p_{3}=\ldots=0$, and thus we get $E=p$ : The probahility that we are looking for is just the expected number of crossings. This reformulation is extremely useful, because now we can use linearity of expectation (cl. page 84). Indeed, let us write $E(\ell)$ for the expected number of crossings that will be produced by dropping a straight needle of length $\ell$.


If this length is $\ell=x+y$, and we consider the "front part" of length $x$ and the "back part" of length $y$ of the needle separately, then we get

$$
E(x+y)=E(x)+E(y)
$$

since the crossings produced are always just those produced by the front part, plus those of the hack part.
By induction on $n$ this "Iunctional equation" implies that $E(n x)=n E(x)$ for all $n \in \mathbb{N}$, and then that $m E\left(\frac{n}{m} x\right)=E\left(m \frac{n}{m} x\right)=E(n x)=n E(x)$, so that $E(r x)=r E(x)$ holds for all rational $r \in \mathbb{Q}$. Furthermore, $E(x)$ is clearly monotone in $x \geq 0$, from which we get that $E(x)=c x$ for all $x \geq 0$, where $c=E(1)$ is some constant.
But what is the constant?


For that we use needles of different shape. Indeed, let's drop a "polygonal" needle of total length $\ell$, which consists of straight pieces. Then the number of crossings it produces is (with probability 1) the sum of the numbers of crossings produced by its straight pieces. Hence, the expected number of crossings is again

$$
E=c \ell
$$

by linearity of expectation. (For that it is not even important whether the straight pieces are joined together in a rigid or in a flexible way!)
The key to Barbier's solution of Buffon's needle problem is to consider a needle that is a perfect circle $C$ of diameter $d$, which has length $x=d \pi$. Such a needle, if dropped onto ruled paper, produces exactly two intersections, always!

The circle can be approximated by polygons. Just imagine that together with the circular needle $C$ we are dropping an inscribed polygon $P_{n}$, as well as a circumscribed polygon $P^{n}$. Every line that intersects $P_{n}$ will also intersect $C$, and if a line intersects $C$ then it also hits $P^{n}$. Thus the expected numbers of intersections satisfy

$$
E\left(P_{n}\right) \leq E(C) \leq E\left(P^{n}\right)
$$

Now both $P_{n}$ and $P^{n}$ are polygons, so the number of crossings that we may expect is " $c$ times length" for both of them, while for $C$ it is 2 , whence

$$
\begin{equation*}
c \ell\left(P_{n}\right) \leq 2 \leq c \ell\left(P^{n}\right) \tag{1}
\end{equation*}
$$

Both $P_{n}$ and $P^{n}$ approximate $C$ for $n \longrightarrow \infty$. In particular,

$$
\lim _{n \rightarrow \infty} \ell\left(P_{n}\right)=d \pi=\lim _{n \rightarrow \infty} \ell\left(P^{n}\right)
$$



For a long needle, we get the same probability $\frac{\ell \sin \alpha}{d}$ as long as $\ell \sin \alpha x \leq d$, that is, in the range $0 \leq \alpha \leq \arcsin \frac{d}{\ell}$. However, for larger angles $\alpha$ the needle must cross a line, so the probability is 1 . Hence we compute
 integral is to first consider the slope of the needle; let's say it drops to lie with an angle of $\alpha$ away from horizontal, where $\alpha$ will be in the range $0 \leq \alpha \leq \frac{\pi}{2}$. (We will ignore the case where the needle comes to lie with negative slope, since that case is symmetric to the case of positive slope, and produces the same probability.) A needle that lies with angle $\alpha$ has height $f \sin \alpha$, and the probability that such a needle crosses one of the borizontal lines of distance $d$ is $\frac{\ell \sin \alpha}{d}$. Thus we get the probability by averaging over the possible angles $\alpha$, as

$$
p=\frac{2}{\pi} \int_{0}^{\pi / 2} \frac{\ell \sin \alpha}{d} d \alpha=\frac{2}{\pi} \frac{\ell}{d}[-\cos \alpha]_{0}^{\pi / 2}=\frac{2}{\pi} \frac{\ell}{d}
$$

which gives $c=\frac{2}{\pi} \frac{1}{d}$.
But we could also have done it by calculus! The trick to obtain an "easy"

$$
\begin{aligned}
p & =\frac{2}{\pi}\left(\int_{0}^{\arcsin (d / \ell)} \frac{\ell \sin \alpha}{d} d \alpha+\int_{\arcsin (d / \ell)}^{\pi / 2} 1 d \alpha\right) \\
& =\frac{2}{\pi}\left(\frac{\ell}{d}[-\cos \alpha]_{0}^{\arcsin (d / \ell)}+\left(\frac{\pi}{2}-\arcsin \frac{d}{\ell}\right)\right) \\
& =1+\frac{2}{\pi}\left(\frac{\ell}{d}\left(1-\sqrt{1-\frac{d^{2}}{\ell^{2}}}\right)-\arcsin \frac{d}{l}\right)
\end{aligned}
$$

for $\ell \geq d$.
So the answer isn't that pretty for a longer needle, but it provides us with a nice cxercise: Show ("just for safety") that the formula yields $\frac{2}{\pi}$ for $\ell=d$, that it is strictly increasing in $\ell$, and that it tends to 1 for $\ell \longrightarrow \infty$.
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## Pigeon-hole and double counting

Some mathematical principles, such as the two in the title of this chapter, are so obvious that you might think they would only produce equally obvious results. To convince you that "It ain't necessarily so" we illustrate them with examples that were suggested by Paul Erdôs to be included in The Book. We will encounter instances of them also in later chapters.

## Pigeon-hole principle.

If $n$ objects are placed in $r$ boxes, where $r<n$, then at least one of the boxes contains more than one object.

Well, this is indeed obvious, there is nothing to prove. In the language of mappings our principle reads as follows: Let $N$ and $R$ be two finite sets with

$$
|N|=n>r=|R|
$$

and let $f: N \longrightarrow R$ be a mapping. Then there exists some $a \in R$ witb $\left|f^{-1}(a)\right| \geq 2$. We may even state a stronger inequality: There exists some $a \in R$ with

$$
\begin{equation*}
\left|f^{-1}(a)\right| \geq\left\lceil\frac{\pi}{r}\right\rceil \tag{1}
\end{equation*}
$$

In fact, otberwisc we would have $\left|f^{-1}(a)\right|<\frac{n}{\tau}$ for all $a$, and hence $n=\sum_{a \in R}\left|f^{-1}(a)\right|<r \frac{n}{r}=n$, which cannot be.

## 1. Numbers

Claim. Consider the numbers $1,2,3, \ldots, 2 n$, and take any $n+1$ of them. Then there are two among these $n+1$ numbers which are relatively prime.

This is again obvious. There must be two numbers which are only 1 apart, and hence relatively prime.
But let us now turn the condition around.

Claim. Suppose again $A \subseteq\{1,2, \ldots, 2 n\}$ with $|A|=n+1$. Then there are always two numbers in $A$ such that one divides the other.

"The pigeon-holes from a bird's perspective"

Both results are no longer true if one replaces $n+1$ by $n$ : For this consider the sets $\{2,4,6, \ldots, 2 n\}$, respectively $\{n+1, n+2, \ldots .2 n\}$.

The reader may have fun in proving that for mn numbers the statement remains no longer true in general.

This is not so clear. As Erdős told us, he put this question to young Lajos Pośa during dinner, and when the meal was over, Lajos had the answer. It has remained onc of Erdốs' favorite "initiation" questions to mathematics. The (affirmative) solution is provided by the pigeon-hole principle. Write every number $a \in A$ in the form $a=2^{k} m$, where $m$ is an odd number between 1 and $2 n-1$. Since there are $n+1$ numbers in $A$, but only $n$ different odd parts, there must be two numbers in $A$ with the same odd part. Hence one is a multiple of the other,

## 2. Sequences

Here is another onc of Erdôs' favorites, containedi in a paper of Erdốs and Szekeres on Ramsey problems.

Claim. In any sequence $a_{1}, a_{2}, \ldots, a_{m n+1}$ of $m n+1$ distinct real numbers, there exists an increasing subsequence

$$
a_{i_{1}}<a_{i_{2}}<\ldots<a_{i_{m+1}} \quad\left(i_{1}<i_{2}<\ldots<i_{m+1}\right)
$$

of length $m+1$, or a decreasing subsequence

$$
a_{j_{1}}>a_{j_{2}}>\ldots>a_{j_{n+1}} \quad\left(j_{1}<j_{2}<\ldots<j_{n+1}\right)
$$

of length $n+1$, or both.
This time the application of the pigeon-hole principle is not immediate. Associate to cach $a_{i}$ the number $t_{i}$ which is the length of a longest increasing subsequence starting at $a_{i}$. If $t_{i} \geq m+1$ for some $i$, then we have an increasing subsequence of length $m+1$. Suppose then that $t_{i} \leq m$ for all $i$. The function $f: a_{i} \longmapsto t_{i}$ mapping $\left\{a_{1}, \ldots, a_{m n+1}\right\}$ to $\{1, \ldots, m\}$ tells us by (1) that there is some $s \in\{1, \ldots, m\}$ such that $f\left(a_{i}\right)=s$ for $\frac{m n}{m}+1=n+1$ numbers $a_{i}$. Let $a_{j_{1}}, a_{j_{2}}, \ldots, a_{j_{n+1}}\left(j_{1}<\ldots<j_{n-1}\right)$ be these numbers. Now look at two consecutive numbers $a_{j_{i}}, a_{j_{i+1}}$. If $a_{j_{i}}<u_{j_{i+1}}$, then we would obtain an increasing subsequence of length $s$ starting at $a_{j+1}$, and consequently an increasing subsequence of length $s+1$ starting at $a_{j_{i}}$, which cannot be since $f\left(a_{j_{i}}\right)=s$. We thus obtain a decreasing subsequence $a_{j_{1}}>a_{j_{2}}>\ldots>a_{j_{n+1}}$ of length $n+1$.

This simple-sounding result on monotone subsequences has a highly nonobvious consequence on the dimension of graphs. We don't need here the notion of dimension for general graphs, but only for complete graphs $K_{n}$. It can be phrased in the following way. Let $N=\{1, \ldots, n\}, n \geq 3$, and consider $m$ permutations $\pi_{1}, \ldots, \pi_{m}$ of $N$. We say that the permutations $\pi_{i}$ represent $K_{n}$ if to every three distinct numbers $i, j, k$ there exists a permutation $\pi$ in which $k$ comes after both $i$ and $j$. The dimension of $K_{n}$ is then the smallest $m$ for which a representation $\pi_{1}, \ldots, \pi_{m}$ exists.
As an example we have $\operatorname{dim}\left(K_{3}\right)=3$ since any one of the three numbers must come last, as in $\pi_{1}=(1,2,3), \pi_{2}=(2,3,1), \pi_{3}=(3,1,2)$. What
about $K_{4}$ ? Note first $\operatorname{dim}\left(K_{n}\right) \leq \operatorname{dim}\left(K_{n+1}\right)$ : just delete $n+1$ in a representation of $K_{n+1}$. So, $\operatorname{dim}\left(K_{4}\right) \geq 3$, and, in fact, $\operatorname{dim}\left(K_{4}\right)=3$, by taking

$$
\pi_{1}=(1,2,3,4), \quad \pi_{2}=(2,4,3,1) ; \quad \pi_{3}=(1,4,3,2)
$$

It is not quite so easy to prove $\operatorname{dim}\left(K_{5}\right)=4$, but then, surprisingly, the dimension stays at 4 up to $n=12$, while $\operatorname{dim}\left(K_{13}\right)=5$. So $\operatorname{dim}\left(K_{n}\right)$ seems to be a pretty wild function. Well, it is not! With $n$ going to infinity, $\operatorname{dim}\left(K_{n}\right)$ is, in fact, a very well-behaved function - and the key for finding a lower bound is the pigeon-hole principle. We claim

$$
\begin{equation*}
\operatorname{dim}\left(K_{n}\right) \geq \log _{2} \log _{2} n \tag{2}
\end{equation*}
$$

Since, as we have seen, $\operatorname{dim}\left(K_{n}\right)$ is a monotone function in $n$, it suffices to verify (2) for $n=2^{2^{P}}+1$, that is, we have to show that

$$
\operatorname{dim}\left(K_{n}\right) \geq p+1 \quad \text { for } \quad n=2^{2^{p}}+1
$$

Suppose, on the contrary, $\operatorname{dim}\left(K_{n}\right) \leq p$, and let $\pi_{1}, \ldots, \pi_{p}$ be representing permutations of $N=\left\{1,2, \ldots, 2^{2^{p}}+1\right\}$. Now we use our result on monotone subsequences $p$ times. In $\pi_{1}$ there cxists a monotone subsequence $A_{1}$ of length $2^{2^{5 /-1}}+1$ (it does not matter whether increasing or decreasing). Look at this set $A_{1}$ in $\pi_{2}$. Using our result again, we find a monotone subsequence $A_{2}$ of $A_{1}$ in $\pi_{2}$ of length $2^{2^{p-2}}+1$, and $A_{2}$ is, of course, also monotone in $\pi_{1}$. Continuing, we eventually find a subsequence $A_{p}$ of size $2^{2^{0}}+1=3$ which is monotone in all permutations $\pi_{i}$. Let $A_{p}=(a, b, c)$, then either $a<b<c$ or $a>b>c$ in all $\pi_{2}$. But this cannot be, since there must be a permutation where $b$ comes after $a$ and $c$.

The right asymptotic growth was provided by Joel Spencer (upper bound) and by Erdốs, Szemerédi and Trotter (lower bound):

$$
\operatorname{dim}\left(K_{n}\right)=\log _{2} \log _{2} n+\left(\frac{1}{2}+o(1)\right) \log _{2} \log _{2} \log _{2} n
$$

But this is not the wbole story: Very recently, Morris and Hoşten found a method which, in principle, establishes the precise value of $\operatorname{dim}\left(K_{n}\right)$. Using their result and a computer one can obtain the values given in the margin. This is truly astounding! Just consider how many permutations of size 1422564 there are. How does one decide whether 7 or 8 of them are required to represent $K_{1422564}$ ?

## 3. Sums

Paul Erdôs attributes the following nice application of the pigcon-hole principle to Andrew Vázsonyi and Marta Sved:

Claim. Suppose we are given $n$ integers $a_{1}, \ldots, a_{n}$, which need not be distinct. Then there is always a set of consecutive numbers $a_{k+1}, a_{k+2}, \ldots, a_{\ell}$ whose sum $\sum_{i=k+1}^{\ell} a_{i}$ is a multiple of $n$.

```
\pi
\pi
\pi
\pi
```

These four permutations represent $K_{12}$
$\operatorname{dim}\left(K_{n}\right) \leq 4 \Longleftrightarrow n \leq 12$
$\operatorname{dim}\left(K_{n}\right) \leq 5 \Longleftrightarrow n \leq 81$
$\operatorname{dim}\left(K_{n}\right) \leq 6 \Longleftrightarrow n \leq 2646$
$\operatorname{dim}\left(K_{n}\right) \leq 7 \Longleftrightarrow n \leq 1422564$

For the proof we set $N=\{0,1, \ldots, n\}$ and $R=\{0,1, \ldots, n-1\}$. Consider the map $f: N \rightarrow R$, where $f(m)$ is the remainder of $a_{1}+\ldots+a_{m}$ upon division by $n$. Since $|N|=n+1>n=|R|$, it follows that there are two sums $a_{1}+\ldots+a_{k}, a_{1}+\ldots+a_{\ell}(k<\ell)$ with the same remainder, where the first sum may be the empty sum denoted by 0 . It follows that

$$
\sum_{i=k+1}^{\ell} a_{i}=\sum_{i=1}^{\ell} a_{i}-\sum_{i=1}^{k} a_{i}
$$

has remainder 0 - end of proof.

Let us turn to the sccond principle: counting in two ways. By this we mean the following.

## Double counting.

Suppose that we are given two finite sets $R$ and $C$ and a subset $S \subseteq R \times C$. Whenever $(p, q) \in S$, then we say $p$ and $q$ are incident. If $r_{p}$ denotes the number of elements that are incident to $p \in R$, and $c_{q}$ denotes the number of elements that are incident to $q \in C$, then

$$
\begin{equation*}
\sum_{p \in R} r_{p}=|S|=\sum_{q \in C} c_{q} \tag{3}
\end{equation*}
$$

Again, there is nothing to prove. The first sum classifies the pairs in $S$ according to the first entry, while the second sum classifies the same pairs according to the second entry.
There is a useful way to picture the set $S$. Consider the matrix $A=\left(a_{p q}\right)$, the incidence matrix of $S$, where the rows and columns of $A$ are indexed by the elements of $R$ and $C$, respectively, with

$$
a_{p q}= \begin{cases}1 & \text { if }(p, q) \in S \\ 0 & \text { if }(p, q) \notin S\end{cases}
$$

With this set-up, $r_{p}$ is the sum of the $p$-th row of $A$ and $c_{q}$ is the sum of the $q$-th column. Hence the first sum in (3) adds the entries of $A$ (that is, counts the elements in $S$ ) by rows, and the second sum by columns.
The following cxample should make this correspondence clear. Let $R=$ $C=\{1,2, \ldots, 8\}$, and set $S=\{(i, j): i$ divides $j\}$. We then obtain the matrix in the margin, which only displays the l's.

## 4. Numbers again

Look at the table on the left. The number of I's in column $j$ is precisely the number of divisors of $j$; let us denote this number by $t(j)$. Let us ask bow
large this number $l(j)$ is on the average when $j$ ranges from 1 to $n$. Thus, we ask for the quantity

$$
\bar{t}(n)=\frac{1}{n} \sum_{j=1}^{n} l(j)
$$

How large is $\bar{l}(n)$ for arbitrary $n$ ? At first glance, this seems hopeless. For prime numbers $p$ we have $t(p)=2$, while for $2^{k}$ we obtain a large number $l\left(2^{k}\right)=k+1$. So, $l(n)$ is a wildly jumping function, and we surmise that the same is true for $\bar{t}(n)$. Wrong guess, the opposite is true! Counting in two ways provides an unexpected and simple answer.
Consider the matrix $\Lambda$ (as above) for the integers 1 up to $n$. Counting by columns we get $\sum_{j=1}^{n} t(j)$. How many l's are in row $i$ ? Easy enough, the $l$ 's correspond to the multiples of $i: 1 i, 2 i, \ldots$, and the last multiple not exceeding $n$ is $\left\lfloor\frac{n}{i}\right\rfloor i$. Hence we obtain

$$
\bar{l}(n)=\frac{1}{n} \sum_{j=1}^{n} l(j)=\frac{1}{n} \sum_{i=1}^{n}\left\lfloor\frac{n}{i}\right\rfloor \leq \frac{1}{n} \sum_{i=1}^{n} \frac{n}{i}=\sum_{i=1}^{n} \frac{1}{i},
$$

where the error in each summand, when passing from $\left\lfloor\frac{n}{i}\right\rfloor$ to $\frac{n}{i}$, is less than 1 . Now the last sum is the $n$-th harmonic number $H_{n}$, so we obtain $H_{n}-1<\bar{t}(n)<H_{n}$, and together with the estimates of $H_{n}$ on page 11 this gives

$$
\log n-1<H_{n}-1-\frac{1}{n}<\bar{t}(n)<H_{n}<\log n+1
$$

Thus we have proved the remarkable result that, while $t(n)$ is totally erratic, the average $t(n)$ behaves beautifully: It differs from $\log n$ hy less than 1 .

## 5. Graphs

Let $G$ be a finite simple graph with vertex set $V$ and edge set $E$. We have defined in Chapter 11 the degree $d(v)$ of a vertex $v$ as the number of edges which have $v$ as an end-vertex. In the example of the figure, the vertices $1,2, \ldots 7$ have degrees $3,2,4,3,3,2,3$, respectively.
Almost every book in graph theory starts with the following result (that we have already encountered in Chapters 11 and 17):

$$
\begin{equation*}
\sum_{v \in V} d(v)=2|E| \tag{4}
\end{equation*}
$$

For the proof consider $S \subseteq V \times E$, where $S$ is the set of pairs $(v, \epsilon)$ such that $v \in V$ is an end-vertex of $e \in E$. Counting $S$ in two ways gives on the one hand $\sum_{v c v} d(v)$, since every vertex contributes $d(v)$ to the count, and on the other hand $2|E|$, since every edge has two ends.

As simple as the result (4) appears, it has many important consequences, some of which will be discussed as we go along. We want to single out in

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{t}(n)$ | 1 | $\frac{3}{2}$ | $\frac{5}{3}$ | 2 | 2 | $\frac{7}{3}$ | $\frac{16}{7}$ | $\frac{5}{2}$ |

The first few values of $\bar{t}(n)$


this section the following beautiful application to an extremal problem on graphs. Here is the problem:

Suppose $G=(V, E)$ has $n$ vertices and contains no cycle of length 4 (denoted by $C_{4}$ ), that is, no subgraph 9 . How many edges can $G$ have at most?

As an example, the graph in the margin on 5 vertices contains no 4-cycle and has 6 edges. The reader may easily show that on 5 vertices the maximal number of edges is 6 , and that this graph is indeed the only graph on 5 vertices with 6 edges that has no 4 -cycle.
Let us tackle the general problem. Let $G$ be a graph on $n$ vertices without a 4 -cycle. As above we denote by $d(u)$ the degree of $u$. Now we count the following set $S$ in two ways: $S$ is the set of pairs $(u,\{v, w\})$ where $u$ is adjacent to $v$ and to $w$, with $v \neq w$. In other words, we count all occurrences of


Summing over $u$, we find $|S|=\sum_{u \in V}\binom{d(u)}{2}$. On the other hand, every pair $\{v, w\}$ has at most one common neighbor (by the $C_{4}$-condition). Hence $|S| \leq\binom{ n}{2}$, and we conclude

$$
\sum_{u \in V}\binom{d(u)}{2} \leq\binom{ n}{2}
$$

or

$$
\begin{equation*}
\sum_{u \in V} d(u)^{2} \leq n(n-1)+\sum_{u \in V} d(u) \tag{5}
\end{equation*}
$$

Next (and this is quite typical for this sort of extremal problems) we apply the Cauchy-Schwarz inequality to the vectors $\left(d\left(u_{1}\right), \ldots, d\left(u_{n}\right)\right)$ and ( $1,1, \ldots, 1$ ), obtaining

$$
\left(\sum_{u \in V} d(u)\right)^{2} \leq n \sum_{u \in V} d(u)^{2}
$$

and hence by (5)

$$
\left(\sum_{u \in V} d(u)\right)^{2} \leq n^{2}(n-1)+n \sum_{u \in V} d(u)
$$

Invoking (4) we find

$$
4|E|^{2} \leq n^{2}(n-1)+2 n|E|
$$

or

$$
|E|^{2}-\frac{n}{2}|E|-\frac{n^{2}(n-1)}{4} \leq 0
$$

Solving the corresponding quadratic equation we thus obtain the following result of Istvan Reiman.

Theorem. If the graph $G$ on $n$ vertices contains no 4 -cycles, then

$$
\begin{equation*}
|E| \leq\left\lfloor\frac{n}{4}(1+\sqrt{4 n-3})\right\rfloor . \tag{6}
\end{equation*}
$$

For $n=5$ this gives $\mid E\} \leq 6$, and the graph above shows that equality can hold.

Counting in two ways has thus produced in an easy way an upper bound on the number of edges. But how good is the bound (6) in general? The following bcautiful example [2] [3] [6] shows that it is almost sharp. As is often the case in such problems, finite geometry leads the way.

In presenting the example we assume that the reader is familiar with the finite field $\mathbb{Z}_{p}$ of integers modulo a prime $p$ (see page 18 ). Consider the 3-dimensional vector space $X$ over $\mathbb{Z}_{p}$. We construct from $X$ the following graph $G_{p}$. The vertices of $G_{p}$ are the one-dimensional subspaces $[v]:=\operatorname{span}_{\mathbb{Z}_{p}}\{v\}, 0 \neq v \in X$, and we connect two such subspaces $[v],[w]$ by an edge if

$$
\langle\boldsymbol{v}, \boldsymbol{w}\rangle=v_{1} w_{1}+v_{2} w_{2}+v_{3} u_{3}=0 .
$$

Note that it does not matter which vector $\neq 0$ we take from the subspace. In the language of geometry, the vertices are the points of the projective plane over $\mathbb{Z}_{p}$, and $[\boldsymbol{w}]$ is adjacent to $[\boldsymbol{v}]$ if $\boldsymbol{w}$ lies on the polar line of $\boldsymbol{v}$. As an example, the graph $G_{2}$ has no 4-cycle and contains 9 edges, which almost reaches the bound 10 given by (6). We want to show that this is true for any prime $p$.
Let us first prove that $G_{p}$ satisfies the $C_{4}$-condition. If $[\boldsymbol{u}]$ is a common neighbor of $[v]$ and $[w]$, then $u$ is a solution of the linear equations

$$
\begin{aligned}
v_{1} x+v_{2} y+v_{3} z & =0 \\
w_{1} x+w_{2} y+w_{3} z & =0
\end{aligned}
$$

Since $\boldsymbol{v}$ and $\boldsymbol{w}$ are linearly independent, we infer that the solution space has dimension 1 , and hence that the common neighbor $[\boldsymbol{u}]$ is unique.
Next, we ask how many vertices $G_{p}$ has. It's double counting again. The space $X$ contains $p^{3}-1$ vectors $\neq 0$. Since every one-dimensional subspace contains $p-1$ vectors $\neq 0$, we infer that $X$ has $\frac{p^{3}-1}{p-1}=p^{2}+p+1$ one-dimensional subspaces, that is, $G_{p}$ has $n=p^{2}+p+1$ vertices. Similarly, any two-dimensional subspace contains $p^{2}-1$ vectors $\neq 0$, and hence $\frac{p^{2}-1}{p-1}=p+1$ one-dimensional subspaces.
It remains to determine the number of edges in $G_{p}$, or, what is the same by (4), the degrees. By the construction of $G_{p}$, the vertices adjacent to $[u]$ are the solutions of the equation

$$
\begin{equation*}
u_{1} x+u_{2} y+u_{3} z=0 \tag{7}
\end{equation*}
$$

The solution space of (7) is a two-dimensional subspace, and hence there are $p+1$ vertices adjacent to $[\boldsymbol{u}]$. But beware, it may happen that $\boldsymbol{u}$ itself is a solution of (7). In this case there are only $p$ vertices adjacent to $[\boldsymbol{u}]$.

In summary, we obtain the following result: If $\boldsymbol{u}$ lies on the conic given by $x^{2}+y^{2}+z^{2}=0$, then $d([\boldsymbol{u}])=p$, and, if not, then $d([\boldsymbol{u}])=p+1$. So it remains to find the number of one-dimensional subspaces on the conic

$$
x^{2}+y^{2}+z^{2}=0
$$

Let us anticipate the result which we shall prove in a moment.
Claim. There are precisely $p^{2}$ solutions $(x, y, z)$ of the equation $x^{2}+y^{2}+z^{2}=0$, and hence (excepting the zero solution) precisely $\frac{p^{2}-1}{p-1}=p+1$ vertices in $G_{p}$ of degree $p$.

With this, we complete our analysis of $G_{p}$. There are $p+1$ vertices of degree $p$, hence $\left(p^{2}+p+1\right)-(p+1)=p^{2}$ vertices of degree $p+1$. Using (4), we obtain

$$
\begin{aligned}
|E| & =\frac{(p+1) p}{2}+\frac{p^{2}(p+1)}{2}=\frac{(p+1)^{2} p}{2} \\
& =\frac{(p+1) p}{4}(1+(2 p+1))=\frac{p^{2}+p}{4}\left(1+\sqrt{4 p^{2}+4 p+1}\right) .
\end{aligned}
$$

Setting $n=p^{2}+p+1$, the last equation reads

$$
|E|=\frac{n-1}{4}(1+\sqrt{4 n-3}),
$$

and we see that this almost agrees with (6).
Now to the proof of the claim. The following argument is a beautiful application of linear algebra involving symmetric matrices and their eigenvalues. We will encounter the same method in Chapter 34, which is no coincidence: both proofs are from the same paper by Erdôs, Rényi and Sós.
We represent the one-dimensional subspaces of $X$ as before by vectors $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}, \ldots, \boldsymbol{v}_{p^{2}+p+1}$, any two of which are linearly independent. Similarly, we may represent the two-dimensional subspaces by the same set of vectors, where the subspace corresponding to $u=\left(u_{1}, u_{2}, u_{3}\right)$ is the set of solutions of the equation $u_{1} x+u_{2} y+u_{3} z=0$ as in (7). (Of course, this is just the duality principle of linear algebra.) Hence, by (7), a one-dimensional subspace, represented by $\boldsymbol{v}_{i}$, is contained in the two-dimensional subspace, represented by $\boldsymbol{v}_{j}$, if and only if $\left\langle\boldsymbol{v}_{i}, \boldsymbol{v}_{j}\right\rangle=0$.
Consider now the matrix $A=\left(a_{i j}\right)$ of size $\left(p^{2}+p+1\right) \times\left(p^{2}+p+1\right)$, defined as follows: The rows and columns of A correspond to $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{p^{2}+p+1}$ (we use the same numbering for rows and columns) with

$$
a_{i j}:= \begin{cases}1 & \text { if }\left\langle\boldsymbol{v}_{i}, \boldsymbol{v}_{j}\right\rangle=0 \\ 0 & \text { otherwise }\end{cases}
$$

$A$ is thus a real symmetric matrix, and we have $a_{i i}=1$ if $\left\langle\boldsymbol{v}_{i}, \boldsymbol{v}_{i}\right\rangle=0$, that is, precisely when $\boldsymbol{v}_{\boldsymbol{i}}$ lies on the conic $x^{2}+y^{2}+z^{2}=0$. Thus, all that remains to show is that

$$
\operatorname{trace} A=p+1
$$

From linear algebra we know that the trace equals the sum of the eigenvalues. And here comes the trick: While $A$ looks complicated, the matrix $A^{2}$ is easy to analyze. We note two facts:

- Any row of $\Lambda$ contains precisely $p+1$ l's. This implies that $p+1$ is an eigenvalue of $A$, since $A 1=(p+1) 1$, where 1 is the vector consisting of 1's.
- For any two distinct rows $\boldsymbol{v}_{i}, \boldsymbol{v}_{j}$ there is exactly one column with a 1 in both rows (the column corresponding to the unique subspace spanned by $\boldsymbol{v}_{i}, \boldsymbol{v}_{j}$ ).

Using these facts we find

$$
A^{2}=\left(\begin{array}{cccc}
p+1 & 1 & \cdots & 1 \\
1 & p+1 & & \vdots \\
\vdots & & \ddots & \\
1 & \cdots & & p+1
\end{array}\right)=p I+J
$$

where $I$ is the identity matrix and $J$ is the all-ones-matrix. Now, $J$ has the eigenvalue $p^{2}+p+1$ (of multiplicity 1 ) and 0 (of multiplicity $p^{2}+p$ ). Hence $A^{2}$ has the eigenvalues $p^{2}+2 p+1=(p+1)^{2}$ of multiplicity 1 and $p$ of multiplicity $p^{2}+p$. Since $A$ is real and symmetric, hence diagonalizable, we find that $A$ has the eigenvalue $p+1$ or $-(p+1)$ and $p^{2}+p$ eigenvalues $\pm \sqrt{p}$. 1rom Fact 1 above, the first eigenvalue must be $p+1$. Suppose that $\sqrt{p}$ has multiplicity $r$, and $-\sqrt{p}$ multiplicity $s$, then

$$
\operatorname{trace} \Lambda=(p+1)+r \sqrt{p}-s \sqrt{p}
$$

But now we are home: Since the trace is an integer, we must have $r=s$, so trace $A=p+1$.

## 6. Sperner's Lemma

In 1911, Luitzen Brouwer published his famous fixed point theorem:
Every continuousfunction $f: B^{n} \longrightarrow B^{n}$ of an $n$-dimensional ball to itself has a fixed point (a point $x \in B^{n}$ with $f(x)=x$ ).

For dimension 1, that is for an interval, this follows easily from the intermediate value theorem, but for higher dimensions Brouwer's proof needed some sophisticated machinery. It was therefore quite a surprise when in 1928 young Emanuel Sperner (he was 23 at the time) produced a simple combinatorial result from which both Brouwer's fixed point tbeorem and the invariance of the dimension under continuous bijective maps could be deduced. And what's more, Sperner's ingenious lemma is matcbed by an equally beautiful proof - it is just double counting.


The triangles with three different colors are shaded


We discuss Sperner's lemma, and Brouwer's theorem as a consequence, for the first interesting case, that of dimension $n=2$. The reader should have no difficulty to extend the proofs to higher dimensions (by induction on the dimension).

## Sperner's Lemma.

Suppose that some "big" triangle with vertices $V_{1}, V_{2}, V_{3}$ is triangulated (that is, decomposed into a finite number of "small" triangles that fit together edge-by-edge).
Assume that the vertices in the triangulation get "colors" from the set $\{1,2,3\}$ such that $V_{i}$ receives the color $i$ (for each $i$ ), and only the colors $i$ and $j$ are used for vertices along the edge from $V_{i}$ to $V_{j}$ (for $i \neq j$ ), while the interior vertices are colored arbitrarily with 1,2 or 3 .
Then in the triangulation there must be a small "tricolored" triangle, which has all three different vertex colors.

Proof. We will prove a stronger statement: the number of tricolored triangles is not only nonzero, it is always odd.
Consider the dual graph to the triangulation, but don't take all its edges - only those which cross an edge that has endvertices with the (different) colors 1 and 2. Thus we get a "partial dual graph" which has degree 1 at all vertices that correspond to tricolored triangles, degree 2 for all triangles in which the two colors 1 and 2 appear, and degree 0 for triangles that do not have both colors 1 and 2 . Thus only the tricolored triangles correspond to vertices of odd degree (of degree 1).
However, the vertex of the dual graph which corresponds to the outside of the triangulation has odd degree: in fact, along the big edge from $V_{1}$ to $V_{2}$, there is an odd number of changes between 1 and 2 . Thus an odd number of edges of the partial dual graph crosses this big edge, while the other big edges cannot have both 1 and 2 occurring as colors.
Now since the number of odd vertices in any finite graph is even (by equation (4)), we find that the number of small triangles with three different colors (corresponding to odd inside vertices of our dual graph) is odd.
With this lemma, it is easy to derive Brouwer's theorem.
■ Proof of Brouwer's fixed point theorem (for $\boldsymbol{n}=2$ ). Let $\Delta$ be the triangle in $\mathbb{R}^{3}$ with vertices $e_{1}=(1,0,0), e_{2}=(0,1,0)$, and $\boldsymbol{e}_{3}=(0,0,1)$. It suffices to prove that every continuous map $f: \Delta \longrightarrow \Delta$ has a fixed point, since $\Delta$ is homeomorphic to the two-dimensional ball $B_{2}$.
We use $\delta(\mathcal{T})$ to denote the maximal length of an edge in a triangulation $\mathcal{T}$. One can easily construct an infinite sequence of triangulations $\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots$ of $\Delta$ such that the sequence of maximal diameters $\delta\left(\mathcal{T}_{k}\right)$ converges to 0 . Such a sequence can be obtained by explicit construction, or inductively, for example by taking $\mathcal{T}_{k+1}$ to be the barycentric subdivision of $\mathcal{T}_{k}$.
For each of these triangulations, we define a 3 -coloring of their vertices $\boldsymbol{v}$ by setting $\lambda(\boldsymbol{v}):=\min \left\{i: f(\boldsymbol{v})_{i}<v_{i}\right\}$, that is, $\lambda(\boldsymbol{v})$ is the smallest index $i$ such that the $i$-th coordinate of $f(v)-v$ is negative. Assuming that $f$ has no fixed point, this is well-defined. To see this, note that every $v \in \Delta$ lies
in the plane $x_{1}+x_{2}+x_{3}=1$, hence $\sum_{i} v_{i}=1$. So if $f(v) \neq \boldsymbol{v}$, then at least one of the coordinates of $f(v)-v$ must be negative (and at least one must he positive).
Let us check that this coloring satisfies the assumptions of Sperner's lemma. First, the vertex $e_{i}$ must receive color $i$, since the only possible negative component of $f\left(\boldsymbol{e}_{i}\right)-\boldsymbol{e}_{i}$ is the $i$-th component. Moreover, if $\boldsymbol{v}$ lies on the edge opposite to $\boldsymbol{e}_{i}$, then $v_{i}=0$, so the $i$-th component of $f(\boldsymbol{v})-v$ cannot be negative, and hence $v$ does not get the color $i$.
Sperner's lemma now tells us that in each triangulation $\mathcal{T}_{k}$ there is a tricolored triangle $\left\{\boldsymbol{v}^{k: 1}, \boldsymbol{v}^{k: 2}, \boldsymbol{v}^{k: 3}\right\}$ with $\lambda\left(\boldsymbol{v}^{k: i}\right)=i$. The sequence of points $\left(v^{k: 1}\right)_{k \geq 1}$ need not converge, but since the simplex $\Delta$ is compact some subsequence has a limit point. After replacing the sequence of triangulations $\mathcal{T}_{k}$ by the corresponding subsequence (which for simplicity we also denote by $\mathcal{T}_{k}$ ) we can assume that $\left(v^{k: 1}\right)_{k}$ converges to a point $v \in \Delta$. Now the distance of $v^{k: 2}$ and $v^{k: 3}$ from $v^{k: 1}$ is at most the mesh length $\delta\left(\mathcal{T}_{k}\right)$, which converges to 0 . Thus the sequences $\left(\boldsymbol{v}^{k: 2}\right)$ and $\left(\boldsymbol{v}^{k: 3}\right)$ converge to the same point $v$.
But where is $f(\boldsymbol{v})$ ? We know that the first coordinate $f\left(\boldsymbol{v}^{k: 1}\right)$ is smaller than that of $\boldsymbol{v}^{k: 1}$ for all $k$. Now since $f$ is continuous, we derive that the first coordinate of $f(\boldsymbol{v})$ is smaller or equal to that of $\boldsymbol{v}$. The same reasoning works for the second and third coordinates. Thus none of the coordinates of $f(\boldsymbol{v})-v$ is positive - and we have already seen that this contradicts the assumption $f(v) \neq v$.
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## Three famous theorems on finite sets

In this chapter we are concerned with a basic theme of combinatorics: properties and sizes of special families $\mathcal{F}$ of subsets of a finite set $N=$ $\{1,2, \ldots, n\}$. We start with two results which are classics in the field: the theorems of Sperner and of Erdốs-Ko-Rado. These two results have in common that they were reproved many times and that each of them initiated a new field of combinatorial set theory. For both theorems, induction seems to be the natural method, but the arguments we are going to discuss are quite different and truly inspired.
In 1928 Emanuel Sperner asked and answered the following question: Suppose we are given the set $N=\{1,2, \ldots, n\}$. Call a family $\mathcal{F}$ of subsets of $N$ an antichain if no set of $\mathcal{F}$ contains another set of the family $\mathcal{F}$. What is the size of a largest antichain? Clearly, the family $\mathcal{F}_{k}$ of all $k$-sets satisfies the antichain property with $\left|\mathcal{F}_{k}\right|=\binom{n}{k}$. Looking at the maximum of the binomial coefficients (see page 12) we conclude that there is an antichain of size $\binom{n}{n / 2}=\max _{k}\binom{n}{k}$. Sperner's theorem now asserts that there are no lagger ones.
Theorem 1. The size of a largest antichain of an $n$-set is $\binom{n}{[n / 2\rfloor}$.

- Proof. Of the many proofs the following one, due to David Lubell, is probably the shortest and most elegant. Let $\mathcal{F}$ be an arbitrary antichain. Then we have to show $|\mathcal{F}| \leq\binom{ n}{[n / 2\rfloor}$. The key to the proof is that we consider chains of subsets $\varnothing=C_{0} \subset C_{1} \subset C_{2} \subset \ldots \subset C_{n}=N$, where $\left|C_{i}\right|=i$ for $i=0, \ldots, n$. How many chains are there? Clearly, we obtain a chain by adding one by one the elements of $N$, so there are just as many chains as there are permutations of $N$, namely n!. Next, for a set $A \in \mathcal{F}$ we ask how many of these chains contain $A$. Again this is easy. To get from $\varnothing$ to $A$ we have to add the elements of $A$ one by one, and then to pass from $A$ to $N$ we have to add the remaining elements. Thus if $A$ contains $k$ clements, then by considering all these pairs of chains linked together we see that there are precisely $k!(n-k)!$ such chains. Note that no chain can pass through two different sets $A$ and $B$ of $\mathcal{F}$. since $\mathcal{F}$ is an antichain.
To complete the proof, let $m_{k}$ be the number of $k$-sets in $\mathcal{F}$. Thus $|\mathcal{F}|=$ $\sum_{k=0}^{n} m_{k}$. Then it follows from our discussion that the number of chains passing through some member of $\mathcal{F}$ is

$$
\sum_{k=0}^{n} m_{k} k!(n-k)!
$$

and this expression cannot exceed the number $n!$ of all chains. Hence


Emanuel Sperner

Check that the family of all $\frac{n}{2}$-sets for even $n$ respectively the two families of all $\frac{n-1}{2}$-sets and of all $\frac{n+1}{2}$-sets, when $n$ is odd, are indeed the only antichains that achieve the maximum size!


A circle $C$ for $n=6$. The bold edges depict an are of length 3 .
we conclude

$$
\sum_{k=0}^{n} m_{k} \frac{k!(n-k)!}{n!} \leq 1, \quad \text { or } \quad \sum_{k=0}^{n} \frac{m_{k}}{\binom{n}{k}} \leq 1
$$

Replacing the denominators by the largest binomial coefficient, we therefore obtain

$$
\frac{1}{\binom{n}{n / 2\rfloor}} \sum_{k=0}^{n} m_{k} \leq 1, \quad \text { that is, } \quad|\mathcal{F}|=\sum_{k=0}^{n} m_{k} \leq\binom{ n}{\lfloor n / 2\rfloor}
$$

and the proof is complete.
Our second result is of an entirely different nature. Again we consider the set $N=\{1, \ldots, n\}$. Call a family $\mathcal{F}$ of subsets an intersecting family if any two sets in $\mathcal{F}$ have at least one element in common. It is almost immediate that the size of a largest intersecting family is $2^{n-1}$. If $A \in \mathcal{F}$, then the complement $A^{c}=N \backslash A$ has empty intersection with $A$ and accordingly cannot be in $\mathcal{F}$. Hence we conclude that an intersecting family contains at most half the number $2^{n}$ of all subsets, that is, $|\mathcal{F}| \leq 2^{n-1}$. On the other hand, if we consider the family of all sets containing a fixed element, say the family $\mathcal{F}_{1}$ of all sets containing 1 , then clearly $\left|\mathcal{F}_{1}\right|=2^{n-1}$, and the problem is settled.
But now let us ask the following question: How large can an intersecting family $\mathcal{F}$ be if all sets in $\mathcal{F}$ have the same size, say $k$ ? Let us call such families intersecting $k$-families. To avoid trivialities, we assume $n \geq 2 k$ since otherwise any two $k$-sets intersect, and there is nothing to prove. Taking up the above idea, we certainly obtain such a family $\mathcal{F}_{1}$ by considering all $k$-sets containing a fixed element, say 1 . Clearly, we obtain all sets in $\mathcal{F}_{1}$ by adding to 1 all $(k-1)$-subsets of $\{2,3, \ldots, n\}$, hence $\left|\mathcal{F}_{1}\right|=\binom{n-1}{k-1}$. Can we do better? No - and this is the theorem of Erdis-Ko-Rado.

Theorem 2. The largest size of an intersecting $k$-family in an $n$-set is $\binom{n-1}{k-1}$ when $n \geq 2 k$.

Paul Erdős, Chao Ko and Richard Rado found this result in 1938, but it was not published until 23 years later. Since then multitudes of proofs and variants have been given, but the following argument due to Gyula Katona is particularly elegant.

- Proof. The key to the proof is the following simple lemma, which at first sight seems to be totally unrelated to our problem. Consider a circle $C$ divided by $n$ points into $n$ edges. Let an arc of length $k$ consist of $k+1$ consecutive points and the $k$ edges between them.
Lemma. Let $n \geq 2 k$, and suppose we are given $t$ distinct arcs $A_{1}, \ldots, A_{t}$ of length $k$, such that any two arcs have an edge in common. Then $t \leq k$.

To prove the lemma, note first that any point of $C$ is the endpoint of at most one arc. Indeed, if $A_{i}, A_{j}$ had a common endpoint $v$, then they would have
to start in different direction (since they are distinct). But then they cannot have an edge in common as $n \geq 2 k$. Let us fix $A_{1}$. Since any $A_{i}(i \geq 2)$ has an edge in common with $A_{1}$, one of the endpoints of $A_{i}$ is an inner point of $A_{1}$. Since these endpoints must be distinct as we have just seen, and since $A_{1}$ contains $k-1$ inner points, we conclude that there can be at most $k-1$ further arcs, and thus at most $k$ arcs altogether.

Now we proceed with the proof of the Erdős-Ko-Rado theorem. Let $\mathcal{F}$ be an intersecting $k$-family. Consider a circle $C$ with $n$ points and $n$ edges as above. We take any cyclic permutation $\pi=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and write the numbers $a_{i}$ clockwise next to the edges of $C$. Let us count the numher of sets $A \in \mathcal{F}$ which appear as $k$ consecutive numbers on $C$. Since $\mathcal{F}$ is an intersecting family we see by our lemma that we get at most $k$ such sets. Since this holds for any cyclic permutation, and since there are $(n-1)$ ! cyclic permutations, we produce in this way at most

$$
k(n-1)!
$$

sets of $\mathcal{F}$ which appear as consecutive elements of some cyclic permutation. How often do we count a fixed set $A \in \mathcal{F}$ ? Easy enough: $A$ appears in $\pi$ if the $k$ elements of $A$ appear consecutively in some order. Hence we have $k$ ! possibilities to write $A$ consecutively, and $(n-k)$ ! ways to order the remaining elements. So we conclude that a fixed set $A$ appears in precisely $k!(n-k)!$ cyclic permutations, and hence that

$$
|\mathcal{F}| \leq \frac{k(n-1)!}{k!(n-k)!}=\frac{(n-1)!}{(k-1)!(n-1-(k-1))!}=\binom{n-1}{k-1}
$$

Again we may ask whether the families containing a fixed element are the only intersecting $k$-families. This is certainly not true for $n=2 k$. For example, for $n=4$ and $k=2$ the family $\{1,2\},\{1,3\},\{2,3\}$ also has size $\binom{3}{1}=3$. More generally, for $n=2 k$ we get the maximal intersecting $k$-familics, of size $\frac{1}{2}\binom{n}{k}=\binom{n-1}{k-1}$, by arbitrarily including one out of every pair of sets formed by a $k$-set $A$ and its complement $N \backslash A$. But for $n>2 k$ the special families containing a fixed element are indeed the only ones. The reader is invited to try his hand at the proof.

Finally, we turn to the third result which is arguably the most important basic theorem in finite set theory, the "marriage theorem" of Philip Hall proved in 1935. It opened the door to what is today called matching theory, with a wide variety of applications, some of which we shall see as we go along.
Consider a finite set $X$ and a collection $A_{1}, \ldots, A_{n}$ of subsets of $X$ (which need not be distinct). Let us call a sequence $x_{1} \ldots, x_{n}$ a system of distinct representatives of $\left\{A_{1}, \ldots, A_{n}\right\}$ if the $x_{i}$ are distinct elements of $X$, and if $x_{i} \in A_{i}$ for all $i$. Of course, such a system, abbreviated SDR, need not exist, for example when one of the sets $A_{i}$ is empty. The content of the theorem of Hall is the precise condition under which an SDR exists.


An intersecting family for $n=4, k=2$

"A mass wedding"

$\{B . O, D\}$ is a critical family

Before giving the result let us state the human interpretation which gave it the folklore name marriage theorem: Consider a set $\{1, \ldots, n\}$ of girls and a set $X$ of boys. Whenever $x \in A_{i}$, then girl $i$ and boy $x$ are inclined to get married, thus $A_{i}$ is just the set of possible matches of girl $i$. An SDR represents then a mass-wedding where every girl marries a boy she likes.
Back to sets, here is the statement of the result.
Theorem 3. Let $A_{1}, \ldots, A_{n}$ be a collection of subsets of a finite set $X$. Then there exists a system of distinct representatives if and only if the union of any $m$ sets $A_{i}$ contains at least $m$ elements, for $1 \leq m \leq n$.

The condition is clearly necessary: If $m$ sets $A_{i}$ contain between them fewer than $m$ elements, then these $m$ sets can certainly not be represented by distinct elements. The surprising fact (resulting in the universal applicability) is that this obvious condition is also sufficient. Hall's original proof was rather complicated, and subsequently many different proofs were given, of which the following one (due to Easterfield and rediscovered by Halmos and Vaughan) may be the most natural.

- Proof. We use induction on $n$. For $n=1$ there is nothing to prove. Let $n>1$, and suppose $\left\{A_{1}, \ldots, A_{n}\right\}$ satisfies the condition of the theorem which we abbreviate hy $(\mathrm{H})$. Call a collection of $\ell$ sets $A_{i}$ with $1 \leq \ell<n$ a critical family if its union has cardinality $\ell$. Now we distinguish two cases.

Case 1: There is no critical family.
Choose any element $x \in A_{n}$. Delete $x$ from $X$ and consider the collection $A_{1}^{\prime}, \ldots, A_{n}^{\prime} \quad$ with $A_{i}^{\prime}=A_{i} \backslash\{x\}$. Since there is no critical family, we find that the union of any $m$ sets $A_{i}^{\prime}$ contains at least $m$ elements. Hence by induction on $n$ there exists an $\operatorname{SDR} x_{1}, \ldots, x_{n}$ i of $\left\{A_{1}^{\prime}, \ldots, A_{n-1}^{\prime}\right\}$, and together with $x_{n}=x$, this gives an SDR for the original collection.

Case 2: There exists a critical family.
After renumbering the sets we may assume that $\left\{A_{1}, \ldots, A_{\ell}\right\}$ is a critical family. Then $\bigcup_{i-1}^{\ell} \Lambda_{i}=\tilde{X}$ with $|\tilde{X}|=\ell$. Since $\ell<n$, we infer the existence of an SDR for $A_{1}, \ldots, A_{\ell}$ by induction, that is, there is a numbering $x_{1}, \ldots, x_{\ell}$ of $\tilde{X}$ such that $x_{i} \in A_{i}$ for all $i \leq \ell$.
Consider now the remaining collection $A_{\ell+1}, \ldots, A_{n}$, and take any $m$ of these sets. Since the union of $A_{1}, \ldots, A_{\ell}$ and these $m$ sets contains at least $\ell+m$ elements by condition $(\mathrm{H})$, we infer that the $m$ sets contain at least $m$ elements outside $\widetilde{X}$. In other words, condition (H) is satisfied for the family

$$
A_{\ell+1} \backslash \tilde{X}, \ldots, A_{n} \backslash \widetilde{X}
$$

Induction now gives an SDR for $A_{\ell+1}, \ldots, A_{n}$ that avoids $\widetilde{X}$. Combining it with $x_{1}, \ldots, x_{\ell}$ we obtain an SDR for all sets $\Lambda_{i}$. This completes the proof.

As we mentioned, Hall's theorem was the beginning of the now vast field of matching theory [6]. Of the many variants and ramifications let us state one particularly appealing result which the reader is invited to prove for himself:

Suppose the sets $A_{1}, \ldots, A_{n}$ all have size $k \geq 1$ and suppose further that no element is contained in more than $k$ sets. Then there exist $k S D R$ 's such that for any $i$ the $k$ representatives of $A_{i}$ are distinct and thus together form the set $A_{i}$.

A beautiful result which should open new horizons on marriage possibilities.
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## Shuffling cards

## Chapter 24

## How often does one have to shuffle a deck of cards until it is random?

The analysis of random processes is a familiar duty in life ("How long does it take to get to the airport during rush-hour?") as well as in mathematics. Of course, getting meaningful answers to such problems heavily depends on formulating meaningful questions. For the card shuffling problem, this means that we have

- to specify the size of the deck ( $n=52$ cards, say),
- to say how we shuffle (we'll analyze top-in-at-random shuffles first, and then the more realistic and effective riffle shuffles), and finally
- to explain what we mean by "is random" or "is close to random."

So our goal in this chapter is an analysis of the riffle shuffle, due to Edgar N. Gilbert and Claude Shannon (1955, unpublished) and Jim Reeds (1981, unpublished), following the statistician David Aldous and the former magician tumed mathematician Persi Diaconis according to [1]. We will not reach the final precise result that 7 riffle shuffles are sufficient to get a deck of $n=52$ cards very close to random, while 6 riffle shuffles do not suffice - but we will obtain an upper bound of 12 , and we will see some extremely beautiful ideas on the way: the concepts of stopping rules and of "strong uniform time," the lemma that strong uniform time bounds the variation distance, Reeds' inversion lemma, and thus the interpretation of shuffling as "reversed sorting." In the end, everything will be reduced to two very classical combinatorial problems, namely the coupon collector and the birthday paradox. So let's start with these!

## The birthday paradox

Take $n$ random people - the participants of a class or seminar, say. What is the probability that they all have different birthdays? With the usual simplifying assumptions ( 365 days a year, no seasonal effects, no twins present) the probability is

$$
p(n)=\prod_{i=1}^{n-1}\left(1-\frac{i}{365}\right)
$$



Persi Diaconis' busincss card as a magician. In a later interview he said: "If you say that you are a professor at Stanford people treat you respectfully. If you say that you invent magic tricks, they don't want to introduce you to their daughter."
which is smaller than $\frac{1}{2}$ for $n=23$ (this is the "birthday paradox"!), less than 9 percent for $n=42$, and exactly 0 for $n>365$ (the "pigeon-hole principle," see Chapter 22). The formula is easy to see - if we take the persons in some fixed order: If the first $i$ persons have distinct birthdays, then the probability that the $(i+1)$-st person doesn't spoil the series is $1-\frac{i}{365}$, since there are $365-i$ birthdays left.
Similarly, if $n$ balls are placed independently and randomly into $K$ boxes, then the probability that no box gets more than one ball is

$$
p(n, K)=\prod_{i=1}^{n-1}\left(1-\frac{i}{K}\right)
$$

## The coupon collector

Children buy photos of pop stars (or soccer stars) for their albums, but they buy them in little non-transparent envelopes, so they don't know which photo they will get. If there are $n$ different photos, what is the expected number of pictures a kid has to buy until he or she gets every motif at least once?
Equivalently, if you randomly take balls from a bowl that contains $n$ distinguishable balls, and if you put your ball back each time, and then again mix well, how often do you have to draw on average until you have drawn each ball at least once?
If you already have drawn $k$ distinct balls, then the probability not to get a new one in the next drawing is $\frac{k}{n}$. So the probability to need exactly $s$ drawings for the next new ball is $\left(\frac{k}{n}\right)^{s-1}\left(1-\frac{k}{n}\right)$. And thus the expected number of drawings for the next new ball is

$$
\sum_{s>1}\left(\frac{k}{n}\right)^{s-1}\left(1-\frac{k}{n}\right) s=\frac{1}{1-\frac{k}{n}}
$$

as we get from the series in the margin. So the expected number of drawings until we have drawn each of the $n$ different balls at least once is

$$
\sum_{k=0}^{n-1} \frac{1}{1-\frac{k}{n}}=\frac{n}{n}+\frac{n}{n-1}+\cdots+\frac{n}{2}+\frac{n}{1}=n H_{n} \approx n \log n
$$

with the bounds on the size of harmonic numbers that we had obtained on page 11. So the answer to the coupon collector's problem is that we have to expect that roughly $n \log n$ drawings are necessary.
The estimate that we need in the following is for the probability that you need significantly more than $n \log n$ trials. If $V_{n}$ denotes the number of drawings needed (this is the random variable whose expected value is $E\left[V_{n}\right] \approx n \log n$ ), then for $n \geq 1$ and $c \geq 0$, the probability that we need more than $m:=\lceil n \log n+c n\rceil$ drawings is

$$
\operatorname{Prob}\left[V_{n}>m\right] \leq e^{-c}
$$

Indeed, if $A_{i}$ denotes the event that the ball $i$ is not drawn in the first $m$ drawings, then

$$
\begin{aligned}
\operatorname{Prob}\left[V_{n}>m\right] & =\operatorname{Prob}\left[\bigcup_{i} A_{i}\right] \leq \sum_{i} \operatorname{Prob}\left[A_{i}\right] \\
& =n\left(1-\frac{1}{n}\right)^{m}<n e^{-m / n} \leq e^{-c}
\end{aligned}
$$

Now let's grab a deck of $n$ cards. We number them 1 up to $n$ in the order in which they come - so the card numbered " 1 " is at the top of the deck, while " $n$ " is at the bottom. Let us denote from now on by $\mathfrak{S}_{n}$ the set of all permutations of $1, \ldots, n$. Shuffling the deck amounts to the application of certain random permutations to the order of the cards. Ideally, this might mean that we apply an arbitrary permutation $\pi \in \mathcal{S}_{n}$ to our starting order $(1,2, \ldots, n)$, each of thern with the same probability $\frac{1}{n!}$. Thus, after doing this just once, we would bave our deck of cards in order $\pi=(\pi(1), \pi(2), \ldots, \pi(n))$, and this would be a perfect random order. But that's not what happens in real life. Rather, when shuffling only "certain" permutations occur, perhaps not all of them with the same probability, and this is repeated a "certain" number of times. After that, we expect or hope the deck to be at least "close to random."

## Top-in-at-random shuffles

These are performed as follows: you take the top card from the deck, and insert it into the deck at one of the $n$ distinct possible places, each of them with probability $\frac{1}{n}$. Thus one of the permutations

$$
\begin{gathered}
i \\
\tau_{i}=(2,3, \ldots, i, 1, i+1, \ldots, n)
\end{gathered}
$$

is applied, $1 \leq i \leq n$. After one such shuffle the deck doesn't look random, and indeed we expect to need lots of such shuffles until we reach that goal. A typical run of top-in-at-randorn shuffles may look as follows (for $n=5$ ):

A little calculus shows that $\left(1-\frac{1}{n}\right)^{n}$ is an increasing function in $n$, which converges to $1 / e$. So $\left(1-\frac{1}{n}\right)^{n}<\frac{1}{e}$ holds for all $n \geq 1$.


How should we measure "being close to random"? Probabilists have cooked up the "variation distance" as a rather unforgiving measure of randomness: We look at the probability distribution on the $n$ ! different orderings of our deck, or equivalently, on the $n$ ! different permutations $\sigma \in \mathfrak{S}_{n}$ that yield the orderings.

Two examples are our starting distribution $E$, which is given by

$$
\begin{aligned}
& \mathrm{E}(\mathrm{id})=1 \\
& \mathrm{E}(\pi)=0 \quad \text { otherwise }
\end{aligned}
$$

and the uniform distribution $U$ given by

$$
\mathrm{U}(\pi)=\frac{1}{n!} \quad \text { for all } \pi \in \mathfrak{S}_{n}
$$

The variation distance between two probability distributions $Q_{1}$ and $Q_{2}$ is now defined as

$$
\left\|\mathrm{Q}_{1}-\mathrm{Q}_{2}\right\|:=\frac{1}{2} \sum_{\pi \in \mathfrak{S}_{n}}\left|\mathrm{Q}_{1}(\pi)-\mathrm{Q}_{2}(\pi)\right|
$$

By setting $S:=\left\{\pi \in \mathfrak{S}_{n}: \mathrm{Q}_{1}(\pi)>\mathrm{Q}_{2}(\pi)\right\}$ and using $\sum_{\pi} \mathrm{Q}_{1}(\pi)=$ $\sum_{\pi} \mathrm{Q}_{2}(\pi)=1$ we can rewrite this as

$$
\left\|\mathrm{Q}_{1}-\mathrm{Q}_{2}\right\|=\max _{S \subseteq \mathcal{S}_{n}}\left|\mathrm{Q}_{1}(S)-\mathrm{Q}_{2}(S)\right|
$$

with $\mathrm{Q}_{i}(S):=\sum_{\pi \in S} \mathrm{Q}_{i}(\pi)$. Clearly we have $0 \leq\left\|\mathrm{Q}_{1}-\mathrm{Q}_{2}\right\| \leq 1$. In the following, "being close to random" will be interpreted as "having small variation distance from the uniform distribution." Here the distance between the starting distribution and the uniform distribution is very close to 1 :

$$
\|\mathbf{E}-\mathrm{U}\|=1-\frac{1}{n!}
$$

After one top-in-at-random shuffle, this will not he much hetter:

$$
\| \text { Top }-U \|=1-\frac{1}{(n-1)!}
$$

For card players, the question is not "exactly how close to uniform is the deck after a million riffe shuffles?", but "is 7 shuffles enough?"
(Aldous \& Diaconis [1])


The probability distribution on $\mathfrak{S}_{n}$ that we obtain by applying the top-in-atrandom shuffle $k$ times will be denoted by Top**. So how does \|Top*k U\| behave if $k$ gets larger, that is, if we repeat the shuffling? And similarly for other types of shuffling? General theory (in particular, Markov chains on finite groups; see e.g. Behrends [3]) implies that for large $k$ the variation distance $d(k):=\|$ Top $^{* k}-U \|$ goes to zero exponentially fast, but it does not yield the "cut-off" phenomenon that one ohserves in practice: After a certain number $k_{0}$ of shuffles "suddenly" $d(k)$ goes to zero rather fast. Our margin displays a schematic sketch of the situation.

## Strong uniform stopping rules

The amazing idea of strong uniform stopping rules by Aldous and Diaconis captures the essential features. Imagine that the casino manager closely watches the shuffling process, analyzes the specific permutations that are applied to the deck in each step, and after a number of steps that depends on the permutations that he has scen calls "STOP!". So he has a stopping rule that ends the shuffling process. It depends only on the (random) shuffles that have already been applied. The stopping rule is strong uniform if the following condition holds for all $k \geq 0$ :

If the process is stopped after exactly $k$ steps, then the resulting permutations of the deck have uniform distribution (exactly!).

Let $T$ be the number of steps that are performed until the stopping rule tells the manager to cry "STOP!"; so this is a random variahle. Similarly, the ordering of the deck after $k$ shuffles is given by a random variable $X_{k}$ (with values in $\boldsymbol{S}_{n}$ ). With this, the stopping rule is strong uniform if for all feasible values of $k$,

$$
\operatorname{Prob}\left[X_{k}=\pi \mid T=k\right]=\frac{1}{n!} \quad \text { for all } \pi \in \mathbf{S}_{n}
$$

Three aspects make this interesting, useful, and remarkable:

1. Strong uniform stopping rules exist: For many examples they are quite simple.
2. Morcover, these can be analyzed: Trying to determine $\operatorname{Prob}[T>k]$ leads often to simple combinatorial problems.
3. This yields effective upper bounds on the variation distances such as $d(k)=\left\|\mathrm{Top}^{* k}-\mathrm{U}\right\|$.

For example, for the top-in-at-random shuffles a strong uniform stopping rule is
"STOP after the original bottom card (labelled $n$ ) is first inserted back into the deck."

## Relative probabilities

The relative probability

$$
\operatorname{Prob}[A \mid B]
$$

denotes the probability of the event $A$ under the condition that $B$ happens. This is just the probability that both events happen, divided by the probability that $B$ is true, that is,

$$
\operatorname{Prob}[A \mid B]=\frac{\operatorname{Prob}[A \wedge B]}{\operatorname{Prob}[B]} .
$$

Indeed, if we trace the card $n$ during these shuffles,

we see that during the whole process the ordering of the cards below this card is completely uniform. So, after the card $n$ rises to the top and then is inserted at random, the deck is uniformly distributed; we just don't know when precisely this happens (but the manager does).
Now let $T_{i}$ be the random variable which counts the number of shuffles that are performed until for the first time $i$ cards lie below card $n$. So we have to determine the distribution of

$$
T=T_{1}+\left(T_{2}-T_{1}\right)+\ldots+\left(T_{n-1}-T_{n-2}\right)+\left(T-T_{n-1}\right)
$$

But each summand in this corresponds to a coupon collector's problem: $T_{i}-T_{i-1}$ is the time until the top card is inserted at one of the $i$ possible places below the card $n$. So it is also the time that the coupon collector takes from the $(n-i)$-th coupon to the $(n-i+1)$-st coupon. Let $V_{i}$ be the number of pictures bought until he has $i$ different pictures. Then

$$
V_{n}=V_{1}+\left(V_{2}-V_{1}\right)+\ldots+\left(V_{n-1}-V_{n-2}\right)+\left(V_{n}-V_{n-1}\right)
$$

and we have seen that $\operatorname{Prob}\left[T_{i}-T_{i-1}=j\right\}=\operatorname{Prob}\left[V_{n-i+1}-V_{n-i}=j\right]$ for all $i$ and $j$. Hence the coupon collector and the top-in-at-random shuffler perform equivalent sequences of independent random processes, just in the opposite order (for the coupon collector, it's hard at the end). Thus we know that the strong uniform stopping rule for the top-in-at-random shuffles takes more than $k=\lceil n \log n+c n\rceil$ steps with low probability:

$$
\operatorname{Prob}[T>k] \leq e^{-c}
$$

And this in turn means that after $k=\left\lceil n \log n+c n^{-}\right.$, top-in-at-random shuffles, our deck is "close to random," with

$$
d(k)-\left\|\operatorname{Top}^{* k}-U\right\| \leq e^{-c}
$$

due to the following simple but crucial lemma.
Lemma. Let $\mathrm{Q}: \mathfrak{S}_{n} \longrightarrow \mathbb{R}$ be any probability distribution that defines $a$ shuffling process $\mathrm{Q}^{* k}$ with a strong uniform stopping rule whose stopping time is $T$. Then for all $k \geq 0$,

$$
\left\|\mathrm{Q}^{* k}-\mathrm{U}\right\| \leq \operatorname{Prob}[T>k]
$$

- Proof. If $X$ is a random variable with values in $\mathcal{S}_{n}$, with probability distribution Q , then we write $\mathrm{Q}(S)$ for the probability that $X$ takes a value in $S \subseteq \mathcal{S}_{n}$. Thus $\mathrm{Q}(S)=\operatorname{Prob}[X \in S]$, and in the case of the uniform distribution $\mathrm{Q}=\mathrm{U}$ we get

$$
\mathrm{U}(S)-\ddot{\operatorname{Prob}[X \in S]=\frac{|S|}{n!} . . . ~}
$$

For every subset $S \subseteq \mathfrak{S}_{r}$, we get the probability that after $k$ steps our deck is ordered according to a permutation in $S$ as

$$
\begin{aligned}
\mathrm{Q}^{* k} & (S)-\operatorname{Prob}\left[X_{k} \in S\right] \\
& =\sum_{j \leq k} \operatorname{Prob}\left[X_{k} \in S \wedge T=j\right]+\operatorname{Prob}\left[X_{k} \in S \wedge T>k\right] \\
& =\sum_{j \leq k} \mathrm{U}(S) \operatorname{Prob}[T=j]+\operatorname{Prob}\left[X_{k} \in S \mid T>k\right] \cdot \operatorname{Prob}[T>k] \\
& =\mathrm{U}(S)(1-\operatorname{Prob}[T>k])+\operatorname{Prob}\left[X_{k} \in S \mid T>k\right] \cdot \operatorname{Prob}[T>k] \\
& =\mathrm{U}(S)+\left(\operatorname{Prob}\left[X_{k} \in S \mid T>k\right]-\mathrm{U}(S)\right) \cdot \operatorname{Prob}[T>k] .
\end{aligned}
$$

This yields

$$
\left|\mathrm{Q}^{* k}(S)-\mathrm{U}(S)\right| \leq \operatorname{Prob}[T>k \mid
$$

since

$$
\operatorname{Prob}\left[X_{k} \in S \mid T>k\right]-\mathrm{U}(S)
$$

is a difference of two probabilities, so it has absolute value at most 1 .
This is the point where we have completed our analysis of the top-in-atrandom shuflle: We have proved the following upper bound for the number of shuffles needed to get "close to random."

Theorem 1. Let $c \geq 0$ and $k:=\lceil n \log n+c n\rceil$. Then after performing $k$ top-in-at-random shuffles on a deck of $n$ cards, the variation distance from the uniform distribution satisfies

$$
d(k):=\left\|\operatorname{Top}^{* k}-\mathbf{U}\right\| \leq e^{-c}
$$

One can also verify that the variation distance $d(k)$ stays large if we do significantly fewer than $n \log n$ top-in-at-random shuffles. The reason is that a smaller number of shuffles will not suffice to destroy the relative ordering on the lowest fow cards in the deck.
Of course, top-in-at-random shuffles are extremely ineffective - with the bounds of our theorem, we need roughly $n \log n \approx 205$ top-in-at random shuffles until a deck of $n=52$ cards is mixed up well. Thus we now switch our attention to a much more interesting and realistic model of shuffling.

## Riffle shuffles

This is what dealers do at the casino: They take the deck, split it into two parts, and these are then interleaved, for example by dropping cards from the bottoms of the two half-decks in some irregular pattern.
Again a riffle shuffle performs a certain permutation on the cards in the deck, which we initially assume to be labelled from 1 to $n$, where 1 is the top card. The riffle shuffles correspond exactly to the permutations $\pi \in \mathcal{S}_{n}$ such that the sequence

$$
(\pi(1) \cdot \pi(2), \ldots, \pi(n))
$$

consists of two interlaced increasing sequences (only for the identity permutation it is one increasing sequence), and that there are exactly $2^{n}-n$ distinct riffle shuffles on a deck of $n$ cards.


In fact, if the pack is split such that the top $t$ cards are taken into the right hand $(0 \leq t \leq n)$ and the other $n-t$ cards into the left hand, then there are $\binom{n}{t}$ ways to interleave the two hands, all of which generate distinct permutations - except that for each $t$ there is one possibility to obtain the identity permutation.
Now it`s not clear which probability distribution one should put on the riffle shuffles - there is no unique answer since amateurs and professional dealers would shuffle differently. However, the following model, developed first hy Edgar N. Gilbert and Claude Shannon in 1955 (at the legendary


A riffle shuffle

The inverse riffle shuffles correspond to the permutations $\pi=(\pi(1), \ldots, \pi(n))$ that are increasing except for at most one "descent." (Only the identity permutation has no descent.)

Bell Labs "Mathematics of Communication" department at the time), has several virtues:

- it is elegant, simple, and seems natural,
- it models quite well the way an amateur would perform riffle shuffles,
- and we have a chance to analyze it.

Here are three descriptions - all of them describe the same probability distribution Rif on $\boldsymbol{E}_{n}$ :

1. Rif : $\mathfrak{S}_{n} \longrightarrow \mathbb{R}$ is defined by

$$
\operatorname{Rif}(\pi):= \begin{cases}\frac{n+1}{2^{n}} & \text { if } \pi=\mathrm{id} \\ \frac{1}{2^{n}} & \text { if } \pi \text { consists of two increasing sequences }, \\ 0 & \text { otberwise }\end{cases}
$$

2. Cut off $t$ cards from the deck with probability $\frac{1}{2^{n}}\binom{n}{t}$, take them into your right hand, and take the rest of the deck into your left hand. Now when you have $r$ cards in the right hand and $\ell$ in the left, "drop" the bottom card from your right hand with probability $\frac{r}{r+\ell}$, and from your left hand with prohability $\frac{\ell}{r+\ell}$. Repeat!
3. An inverse shuffle would take a subset of the cards in the deck, remove them from the deck, and place them on top of the remaining cards of the deck - while maintaining the relative order in both parts of the deck. Such a move is determined by the subset of the cards: Take all subsets with equal probability.

Equivalently, assign a label " 0 " or " 1 " to each card, randomly and independently with probabilities $\frac{1}{2}$, and move the cards labelled " 0 " to the top.

It is easy so see that these descriptions yield the same probability distributions. For $(1) \Longleftrightarrow(3)$ just observe that we get the identity permutation whenever all the 0 -cards are on top of all the cards tbat are assigned a 1 .
This defines the model. So how can we analyze it? How many riffle shuffles are needed to get close to random? We won't get the precise best-possible answer, but quite a good one, by combining three components:
(1) We analyze inverse riffle sbuffles instead,
(2) we describe a strong uniform stopping rule for these,
(3) and show that the key to its analysis is given by the birthday paradox!

Theorem 2. After performing $k$ riffle shuffles on a deck of $n$ cards, the variation distance from a uniform distribution satisfies

$$
\left\|\mathrm{Rif}^{* k}-\mathrm{U}\right\| \leq \mathrm{I}-\prod_{i=1}^{n-1}\left(1-\frac{i}{2^{k}}\right)
$$

- Proof. (1) We may indeed analyze inverse riffle shuffles and try to see how fast they get us from the starting distribution to (close to) uniform. These inverse shuffles correspond to the probability distribution that is given by $\overline{\operatorname{Rif}}(\pi):=\operatorname{Rif}\left(\pi^{-1}\right)$.
Now the fact that every permutation has its unique inverse, and the fact that $U(\pi)=U\left(\pi^{-1}\right)$, yield

$$
\left\|\mathrm{Rif}^{* k}-\mathrm{U}\right\|=\left\|\overline{\mathrm{Rif}}^{* k}-\mathrm{U}\right\|
$$

(This is Reeds' inversion lemma!)
(2) In every inverse riffle shuffle, each card gets associated a digit 0 or 1:


If we remember these digits - say we just write them onto the cards then after $k$ inverse riffle shuffles, each card has gotten an ordered string of $k$ digits. Our stopping rule is:
"STOP as soon as all cards have distinct strings."
When this happens, the cards in the deck are sorted according to the binary numbers $b_{k} b_{k-1} \ldots b_{2} b_{1}$, where $b_{i}$ is the bit that the card has picked up in the $i$-th inverse riffle shuffle. Since these bits are perfectly random and independent, this stopping rule is strong uniform!
In the following example, for $n=5$ cards, we need $T=3$ inverse shuffles until we stop:

| 000 | 4 | 00 | 4 | 0 | 1 |  | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 001 | 2 | 01 | 2 | 0 | 4 |  | 2 |
| 010 | 1 | $\checkmark$ ↔ 01 | 5 | $\square-1$ | 2 | $\checkmark$ | 3 |
| 101 | 5 | 10 | 1 | 1 | 3 |  | 4 |
| 111 | 3 | 11 | 3 |  | 5 |  | 5 |

(3) The expected time $T$ taken by this stopping rule is distributed according to the birthday paradox, for $K=2^{k}$ : We put two cards into the same box if they have the same label $b_{k} b_{k-1} \ldots b_{2} b_{1} \in\{0,1\}^{k}$. So there are $K=2^{k}$ boxes, and the probability that some box gets more than one card ist

$$
\operatorname{Prob}[T>k]=1-\prod_{i=1}^{n-1}\left(1-\frac{i}{2^{k}}\right)
$$

and as we have seen this bounds the variation distance $\left\|R \mathrm{Rif}^{* k}-\mathrm{U}\right\|=$ $\left\|\overline{\operatorname{Rif}}^{* k}-\mathrm{U}\right\|$.

| $k$ | $d(k)$ |
| ---: | ---: |
| 1 | 1.000 |
| 2 | 1.000 |
| 3 | 1.000 |
| 4 | 1.000 |
| 5 | 0.952 |
| 6 | 0.614 |
| 7 | 0.334 |
| 8 | 0.167 |
| 9 | 0.085 |
| 10 | 0.043 |

The variation distance after $k$ riffle shuffles, according to [2]


So how often do we have to shuffle? For large $n$ we will need roughly $k=2 \log _{2}(n)$ shuffles. Indeed, setting $k:=2 \log _{2}(c n)$ for some $c \geq 1$ we find (with a bit of calculus) that $P[T>k] \approx 1-e^{2 n^{2}} \approx \frac{1}{2 c^{2}}$.
Explicitly, for $n=52$ cards the upper bound of Theorem 2 reads $d(10) \leq$ $0.73, d(12) \leq 0.28, d(14) \leq 0.08-$ so $k=12$ should be "random enough" for all practical purposes. But we don't do 12 shuffles "in practice" - and they are not really necessary, as a more detailed analysis shows (with the results given in the margin). The analysis of riffle shuffles is part of a lively ongoing discussion about the right measure of what is "random enough." Diaconis [4] is a guide to recent developments.
Indeed, does it matter? Yes, it does: Even after three good riffle shuffles a sorted deck of 52 cards looks quite random . . . but it isn't. Martin Gardner [5, Chapter 7] describes a number of striking card tricks that are based on the hidden order in such a deck!
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Random enough?

## Lattice paths and determinants

## Chapter 25

The essence of mathematics is proving theorems - and so, that is what mathematicians do: They prove theorems. But to tell the truth, what they rcally want to prove, once in their lifetime, is a Lemma, like the one by Fatou in analysis, the Lemma of Gauss in number theory, or the BurnsideFrobenius Lemma in combinatorics.
Now what makes a mathematical statement a true Lemma? First, it should be applicable to a wide variety of instances, even seemingly unrelated problems. Secondly, the statement should, once you have seen it, be completely obvious. The reaction of the reader might well be one of faint envy: Why haven't I noticed this before? And thirdly, on an esthetic level, the Lemma - including its proof - should be beautiful!

In this chapter we look at one such marvelous piece of mathematical reasoning, a counting lemma that first appeared in a paper by Bernt Lindström in 1972. Largely overlooked at the time, the result became an instant classic in 1985, when Ira Gessel and Gerard Viennot rediscovered it and demonstrated in a wonderful paper how the lemma could he successfully applied to a diversity of difficult comhinatorial enumeration problems.

The starting point is the usual permutation representation of the determinant of a matrix. Let $M=\left(m_{i j}\right)$ be a real $n \times n$-matrix. Then

$$
\begin{equation*}
\operatorname{det} M=\sum_{\sigma} \operatorname{sign} \sigma m_{1 \sigma(1)} m_{2 \sigma(2)} \cdots m_{n \sigma(n)} \tag{1}
\end{equation*}
$$

where $\sigma$ runs through all permutations of $\{1,2, \ldots, n\}$, and the sign of $\sigma$ is 1 or -1 , depending on whether $\sigma$ is the product of an even or an odd number of transpositions.
Now we pass to graphs, more precisely to weighted directed bipartite graphs. Let the vertices $A_{\mathrm{I}}, \ldots, A_{n}$, stand for the rows of $M$, and $B_{1}, \ldots, B_{n}$ for the columns. For cach pair of $i$ and $j$ draw an arrow from $A_{i}$ to $B_{j}$ and give it the weight $m_{i j}$, as in the figure.
In terms of this graph, the formula (1) has the following interpretation:

- The left-hand side is the determinant of the path-matrix $M$, whose ( $i, j$ )-entry is the weight of the (unique) directed path from $A_{i}$ to $B_{j}$.

- The right-hand side is the weighted (signed) sum over all vertex-disjoint path systems from $\mathcal{A}=\left\{A_{1}, \ldots, A_{n}\right\}$ to $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$. Such a system $\mathcal{P}_{\sigma}$ is given by paths

$$
A_{1} \rightarrow B_{\sigma(1)}, \ldots, A_{n} \rightarrow B_{\sigma(n)}
$$

and the weight of the path system $\mathcal{P}_{\sigma}$ is the product of the weights of the individual paths:

$$
w\left(\mathcal{P}_{\sigma}\right)=w\left(A_{1} \rightarrow B_{\sigma(1)}\right) \cdots w\left(A_{n} \rightarrow B_{\sigma(n)}\right)
$$

In this interpretation formula (1) reads

$$
\operatorname{det} M=\sum_{\sigma} \operatorname{sign} \sigma w\left(\mathcal{P}_{\sigma}\right)
$$

And what is the result of Gessel and Viennot? It is the natural generalization of (1) from bipartite to arbitrary graphs. It is precisely this step which makes the Lemma so widely applicable - and what's more, the proof is stupendously simple and elegant.
Let us first collect the necessary concepts. We are given a finite acyclic directed graph $G=(V, E)$, where acyclic means that there are no directed cycles in $G$. In particular, there are only finitely many directed paths between any two vertices $A$ and $B$, where we include all trivial paths $A \rightarrow A$ of length 0 . Every edge $\epsilon$ carries a weight $w(e)$. If $P$ is a directed path from $A$ to $B$, written shortly $P: A \rightarrow B$, then we define the weight of $P$ as

$$
w(P):=\prod_{e \in P} u(e)
$$

which is defined to be $w(P)=1$ if $P$ is a path of length 0 .
Now let $\mathcal{A}=\left\{A_{1}, \ldots, A_{n}\right\}$ and $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ be two sets of $n$ vertices, where $\mathcal{A}$ and $\mathcal{B}$ need not be disjoint. To $\mathcal{A}$ and $\mathcal{B}$ we associate the path matrix $M=\left(m_{i j}\right)$ with

$$
m_{i j}:=\sum_{P: \Lambda_{i} \rightarrow B_{j}} w(P)
$$

A path system $\mathcal{P}$ from $\mathcal{A}$ to $\mathcal{B}$ consists of a permutation $\sigma$ together with $n$ paths $P_{i}: A_{i} \rightarrow B_{\sigma(i)}$, for $i=1, \ldots, n$; we write $\operatorname{sign} P=\operatorname{sign} \sigma$. The weight of $\mathcal{P}$ is the product of the path weights

$$
\begin{equation*}
w(\mathcal{P})=\prod_{i=1}^{n} w\left(P_{i}\right) \tag{2}
\end{equation*}
$$

which is the product of the weights of all the edges of the path system.
Finally, we say that the path system $\mathcal{P}=\left(P_{1}, \ldots, P_{n}\right)$ is vertex-disjoint if the paths of $\mathcal{P}$ are pairwise vertex-disjoint.
Lemma. Let $G=(V, E)$ be a finite weighted acyclic directed graph, $\mathcal{A}=\left\{A_{1}, \ldots, A_{n}\right\}$ and $\mathcal{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ two $n$-sets of vertices, and $M$ the path matrix from $\mathcal{A}$ to $\mathcal{B}$. Then

$$
\begin{equation*}
\operatorname{det} M=\sum_{\substack{\mathcal{P} \text { vertex-disjoint } \\ \text { path system }}} \operatorname{sign} \mathcal{P} w(\mathcal{P}) \tag{3}
\end{equation*}
$$

Proof. A typical summand of $\operatorname{det}(M)$ is $\operatorname{sign} \sigma m_{1 \sigma(1)} \cdots m_{n \sigma(n)}$, which can be written as

$$
\operatorname{sign} \sigma\left(\sum_{P_{1}: A_{1} \rightarrow B_{o\{1\}}} w\left(P_{1}\right)\right) \cdots\left(\sum_{P_{n}: A_{n} \rightarrow B_{\sigma(n)}} w\left(P_{n}\right)\right) .
$$

Summing over $\sigma$ we immediately find from (2) that

$$
\operatorname{det} M I=\sum_{\mathcal{P}} \operatorname{sign} \mathcal{P} u(\mathcal{P})
$$

where $\mathcal{P}$ runs through all path systems from $\mathcal{A}$ to $\mathcal{B}$ (vertex-disjoint or not). Hence to arrive at (3), all we have to show is

$$
\begin{equation*}
\sum_{\mathcal{P} \in N} \operatorname{sign} \mathcal{P} w(\mathcal{P})=0 \tag{4}
\end{equation*}
$$

where $N$ is the set of all path systems that are not vertex-disjoint. And this is accomplished by an argument of singular beauty. Namely, we exhibit an involution $\pi: N \rightarrow N$ (without fixed points) such that for $\mathcal{P}$ and $\pi \mathcal{P}$

$$
w(\pi \mathcal{P})=w(\mathcal{P}) \quad \text { and } \quad \operatorname{sign} \pi \mathcal{P}=-\operatorname{sign} \mathcal{P}
$$

Clearly, this will imply (4) and thus the formula (3) of the Lemma.
The involution $\pi$ is defined in the most natural way. Let $\mathcal{P} \in N$ with paths $\Gamma_{i}: A_{i} \rightarrow B_{\sigma(i)}$. By definition, some pair of paths will intersect:

- Let $i_{0}$ he the minimal index such that $P_{i_{1}}$ shares some vertex with another path.
- Let $X$ be the first such common vertex on the path $P_{i_{0}}$.
- Let $j_{0}$ be the minimal index $\left(j_{0}>i_{0}\right)$ such that $P_{j_{0}}$ has the vertex $X$ in common with $P_{i_{1}}$.

Now we construct the new system $\pi \mathcal{P}=\left(P_{1}^{\prime}, \ldots, P_{n}^{\prime}\right)$ as follows:

- Set $P_{k}^{\prime}=P_{k}$ for all $k \neq i_{0}, j_{0}$.
- The new path $P_{i_{i}}^{\prime}$ goes from $A_{i_{0}}$ to $X$ along $P_{i_{i}}$, and then continues to $B_{\sigma\left(j_{0}\right)}$ along $P_{j_{0}}$. Similarly, $P_{j_{0}}^{\prime}$ goes from $A_{j 0}$ to $X$ along $P_{j 0}$ and continues to $B_{\sigma\left(i_{0}\right)}$ along $P_{i_{0}}$.

Clearly $\pi(\pi \mathcal{P})=\mathcal{P}$, since the index $i_{0}$, the vertex $X$, and the index $j_{0}$ are the same as before. In other words, applying $\pi$ twice we switch back to the old paths $P_{i}$. Next, since $\pi \mathcal{P}$ and $\mathcal{P}$ use precisely the same edges, we certainly have $w(\pi \mathcal{P})=w(\mathcal{P})$. And finally, since the new permutation $\sigma^{\prime}$ is ohtained hy multiplying $\sigma$ with the transposition $\left(i_{0}, j_{0}\right)$, we find that $\operatorname{sign} \pi \mathcal{P}=-\operatorname{sign} \mathcal{P}$, and that's it.

The Gessel-Viennot Lemma can be used to derive all basic properties of determinants, just hy looking at appropriate graphs. Let us consider one particularly striking example, the formula of Binet-Cauchy, which gives a very useful generalization of the product rule for determinants.


Theorem. If $P$ is an $(r \times s)$-matrix and $Q$ an $(s \times r)$-matrix, $r \leq s$, then


| 1 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |  |  |  |
| 1 | 2 | 1 |  |  |  |  |  |
| 1 | $\mathbf{3}$ | 3 | $\mathbf{1}$ |  |  |  |  |
| 1 | $\mathbf{4}$ | 6 | $\mathbf{4}$ | $\mathbf{1}$ |  |  |  |
| 1 | 5 | 10 | 10 | 5 | 1 |  |  |
| 1 | $\mathbf{6}$ | 15 | $\mathbf{2 0}$ | $\mathbf{1 5}$ | 6 | 1 |  |
| 1 | 7 | $\mathbf{2 1}$ | $\mathbf{3 5}$ | $\mathbf{3 5}$ | 21 | 7 | $\mathbf{1}$ |

$$
\operatorname{det}(P Q)=\sum_{\mathcal{Z}}\left(\operatorname{det} P_{\mathcal{Z}}\right)\left(\operatorname{det} Q_{\mathcal{Z}}\right)
$$

where $P_{\mathcal{Z}}$ is the $(r \times r)$-submatrix of $P$ with column-set $\mathcal{Z}$, and $Q_{\mathcal{Z}}$ the $(r \times r)$-submatrix of $Q$ with the corresponding rows $\mathcal{Z}$.

- Proof. Let the bipartite graph on $\mathcal{A}$ and $\mathcal{B}$ correspond to $I$ as before, and similarly the bipartite graph on $\mathcal{B}$ and $\mathcal{C}$ to $Q$. Consider now the concatenated graph as indicated in the figure on the left, and observe that the $(i, j)$ entry $m_{i j}$ of the path matrix $M$ from $\mathcal{A}$ to $\mathcal{C}$ is precisely $m_{i j}=\sum_{k} p_{i k} q_{k j}$, thus $M=P Q$.
Since the vertex-disjoint path systems from $\mathcal{A}$ to $\mathcal{C}$ in the concatenated graph correspond to pairs of systems from $\mathcal{A}$ to $\mathcal{Z}$ resp. from $\mathcal{Z}$ to $\mathcal{C}$, the result follows immediately from the Lemma, by noting that $\operatorname{sign}(\sigma \tau)=$ $(\operatorname{sign} \sigma)(\operatorname{sign} \tau)$.

The Lemma of Gessel-Viennot is also the source of a great number of results that relate determinants to enumerative properties. The recipe is always the same: Interpret the matrix $M$ as a path matrix, and try to compute the right-hand side of (3). As an illustration we will consider the original problem studied by Gessel and Viennot, which led them to their Lemma:

Suppose that $a_{1}<a_{2}<\ldots<a_{n}$ and $b_{1}<b_{2}<\ldots<b_{n}$ are two sets of natural numbers. We wish to compute the determinant of the matrix $M=\left(m_{i j}\right)$, where $m_{i j}$ is the binomial coefficient $\binom{a_{i}}{b_{j}}$.

In other words, Gessel and Viennot were looking at the determinants of arbitrary square matrices of Pascal's triangle, such as the matrix

$$
\operatorname{det}\left(\begin{array}{lll}
\binom{3}{1} & \binom{3}{3} & \binom{3}{4} \\
\binom{1}{1} & \binom{4}{3} & \binom{4}{4} \\
\binom{6}{1} & \binom{6}{3} & \binom{6}{4}
\end{array}\right)=\operatorname{det}\left(\begin{array}{ccc}
3 & 1 & 0 \\
4 & 4 & 1 \\
6 & 20 & 15
\end{array}\right)
$$

given by the bold entries of Pascal's triangle, as displayed in the margin. As a preliminary step to the solution of the problem we recall a well-known result which connects binomial coefficients to lattice paths. Consider an $a \times b$-lattice as in the margin. Then the number of paths from the lower left-hand corner to the upper right-hand comer, where the only steps that are allowed for the paths are up (North) and to the right (East), is $\binom{a+b}{a}$.
The proof of this is easy: each path consists of an arbitrary sequence of $b$ "east" and $a$ "north" steps, and thus it can be encoded by a sequence of the form NENEEEN, consisting of $a+b$ letters, $a$ N's and $b$ E's. The number of such strings is the number of ways to choose $a$ positions of letters N from a total of $a+b$ positions, which is $\binom{a+b}{a}=\binom{a+b}{b}$.

Now look at the figure to the right, where $\Lambda_{i}$ is placed at the point $\left(0,-a_{i}\right)$ and $B_{j}$ at $\left(b_{j},-b_{j}\right)$.
The number of paths from $A_{i}$ to $B_{j}$ in this grid that use only steps to the north and east is, by what we just proved, $\binom{b_{j}+\left(a_{i}-b_{j}\right)}{b_{j}}=\binom{a_{i}}{b_{j}}$. In other words, the matrix of binomials $M$ is precisely the path matrix from $\mathcal{A}$ to $\mathcal{B}$ in the directed lattice graph for which all edges have weight 1 , and all edges are directed to go north or east. Hence to compute dee $M$ we may apply the Gessel-Viennot Lemma. A moment's thought shows that every vertexdisjoint path system $\mathcal{P}$ from $\mathcal{A}$ to $\mathcal{B}$ must consist of paths $P_{i}: A_{i} \rightarrow B_{i}$ for all $i$. Thus the only possible permutation is the identity, which has $\operatorname{sign}=1$, and we obtain the beautiful result

$$
\operatorname{det}\left(\binom{a_{8}}{b_{j}}\right)=\# \text { vertex-disjoint path systems from } \mathcal{A} \text { to } \mathcal{B} .
$$

In particular, this implies the far from obvious fact that get $M$ is always nonnegative, since the right-hand side of the equality counts something. More precisely, one gets from the Gessel-Viennot Lemma that get $M=0$ if and only if $a_{i}<b_{i}$ for some $i$.
In our previous small example,
$\operatorname{det}\left(\begin{array}{lll}\binom{3}{1} & \binom{3}{3} & \binom{3}{4} \\ \binom{4}{1} & \binom{1}{3} & \binom{4}{4} \\ \binom{6}{1} & \binom{6}{3} & \binom{6}{4}\end{array}\right)=$ \# pertex-disjoint
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## Cayley's formula for the number of trees

One of the most beautiful formulas in enumerative combinatorics concerns the number of labeled trees. Consider the set $N=\{1,2, \ldots, n\}$. How many different trees can we form on this vertex set? Let us denote this number by $T_{\pi 1}$. Enumeration "by hand" yields $T_{1}=1, T_{2}=1, T_{3}=3$, $T_{4}=16$, with the trees shown in the following table:


Note that we consider labeled trees, that is, although there is only one tree of order 3 in the sense of graph isomorphism, there are 3 different labeled trees obtained by marking the inner vertex 1,2 or 3 . For $n=5$ there are three non-isomorphic trees:


For the first tree there are clearly 5 different labelings, and for the second and third there are $\frac{5!}{2}=60$ labelings, so we obtain $T_{5}=125$. This should be enough to conjecture $T_{n}=n^{n-2}$, and that is precisely Cayley's result.

Theorem. There are $n^{n-2}$ different labeled trees on $n$ vertices.

This beautiful formula yields to equally beautiful proofs, drawing on a variety of combinatorial and algebraic techniques. We will outline three of them before presenting the proof which is to date the most beautiful of them all.


Arthur Cayley


The four trees of $\mathcal{T}_{2}$


E First proof (Bijection). The classical and most direct method is to find a bijection from the set of all trees on $n$ vertices onto another set whose cardinality is known to he $n^{n-2}$. Naturally, the set of all ordered sequences $\left(a_{1}, \ldots, a_{n-2}\right)$ with $1 \leq a_{i} \leq n$ comes into mind. Thus we want to uniquely cncode every trec $T$ by a sequence ( $a_{1} \ldots, a_{n-2}$ ). Sucb a code was found by Prüfer and is contained in most books on graph theory.
Here we want to discuss another bijection proof, due to Joyal, which is less known but of equal elegance and simplicity. For this, we consider not just trecs $t$ on $N=\{1, \ldots, n\}$ but trees together with two distinguished vertices, the left end $\bigcirc$ and the right end $\square$, which may coincidc. Let $\mathcal{T}_{n}=\{(t ; \bigcirc, \square)\}$ be this new set; then, clearly, $\left|\mathcal{T}_{n}\right|=n^{2} T_{n}$.
Our goal is thus to prove $\left|\mathcal{T}_{n}\right|=n^{n}$. Now there is a set whose size is known to be $n^{n}$, namely the set $N^{N}$ of all mappings from $N$ into $N$. Thus our formula is proved if we can find a bijection from $N^{N}$ onto $\mathcal{T}_{n}$.
Let $f: N \longrightarrow N$ be any map. We represent $f$ as a directed graph $\vec{G}_{f}$ by drawing arrows from $i$ to $\int(i)$.
For example, the map

$$
f=\left(\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\
7 & 5 & 5 & 9 & 1 & 2 & 5 & 8 & 4 & 7
\end{array}\right)
$$

is represented by the directed graph in the margin.
Look at a component of $\vec{G}_{f}$. Since there is precisely one edge emanating from each vertcx, the component contains cqually many vertices and edges, and hence procisely one dirccted cycle. Let $M \subseteq N$ be the union of the vertex sets of these cycles. A moment's thought shows that $M$ is the unique maximal subset of $N$ such tbat the restriction of $f$ onto $M$ acts as a bijection on $M$. Write $\left.f\right|_{M}=\left(\begin{array}{cccc}a & b & \ldots & z \\ f(a) & f(b) & \ldots & f(z)\end{array}\right)$ such that the numbers $a, b, \ldots, z$ in the first row appear in natural order. Tbis gives us an ordering $f(a), f(b), \ldots, f(z)$ of $M$ according to the second row. Now $f(a)$ is our left end and $\int(z)$ is our right end.
The tree $t$ corresponding to the map $f$ is now constructed as follows: Draw $f(a), \ldots, f(z)$ in this order as a path from $f(a)$ to $f(z)$, and fill in the remaining vertices as in $\vec{G}_{f}$ (deleting the arrows).
In our example above we obtain $M=\{1,4,5,7,8,9\}$

$$
\left.f\right|_{M}=\left(\begin{array}{llllll}
1 & 4 & 5 & 7 & 8 & 9 \\
7 & 9 & 1 & 5 & 8 & 4
\end{array}\right)
$$

and thus the tree $t$ depicted in the margin.
It is immediate how to reverse this correspondence: Given a tree $t$, we look at the unique path $P$ from the left end to the right end. This gives us the sct $M$ and the mapping $\left.f\right|_{M}$. The remaining conespondences $i \rightarrow f(i)$ are then filled in according to the unique paths from $i$ to $P$.

Second proof (Lincar Algebra). We can think of $T_{n}$ as the number of spanning trees in the complete grapb $K_{n}$. Now let us look at an arbitrary connected simple graph $G$ on $V=\{1,2, \ldots, n\}$, denoting by $t(G)$ the number of spanning trees; thus $T_{n}=t\left(K_{n}\right)$. The following celebrated result is Kirchhoff's matrix-tree theorem (see [1]). Consider the incidence matrix $B=\left(b_{i E}\right)$ of $G$, whose rows are labeled by $V$, the columns by $E$, where we write $b_{i e}=1$ or 0 depending on whether $i \in e$ or $i \notin e$. Note that $|E| \geq n-1$ since $G$ is connected. In every column we replace one of the two 1 's by -1 in an arbitrary manner (this amounts to an orientation of $G$ ), and call the new matrix $C . M=C C^{T}$ is then a symmetric $(n \times n)$-matrix with the degrees $d_{1}, \ldots, d_{n}$ in the nain diagonal.
Proposition. We have $t(G)=$ det $M_{i i}$ for all $i=1, \ldots$, n, where $M_{i i}$ results from $M$ by deleting the $i$-th row and the $i$-th column.

Proof. The key to the proof is the Binet-Cauchy theorem proved in the previous chapter: When $P$ is an $(r \times s)$-matrix and $Q$ an $(s \times r)$-matrix, $r \leq s$, then $\operatorname{det}(P Q)$ equals the sum of the products of determinants of corresponding $(r \times r)$-submatrices, where "corresponding" means that we take the same indices for the $r$ columns of $P$ and the $r$ rows of $Q$.
For $M_{i i}$ this means that

$$
\operatorname{det} M_{i i}=\sum_{N} \operatorname{det} N \cdot \operatorname{det} N^{T}=\sum_{N}(\operatorname{det} N)^{2},
$$

where $N$ runs through all $(n-1) \times(n-1)$ submatrices of $C \backslash\{$ row $i\}$. The $u-1$ columns of $N$ correspond to a subgraph of $G$ with $n-1$ edges on $n$ vertices, and it remains to show that

$$
\operatorname{det} N=\left\{\begin{aligned}
\pm 1 & \text { if these edges span a tree } \\
0 & \text { otherwise. }
\end{aligned}\right.
$$

Suppose the $n-1$ edges do not span a tree. Then there exists a component which does not contain $i$. Since the corresponding rows of this component add to 0 , we infer that they are linearly dependent, and hence det $N=0$.
Assume now that the columns of $N$ span a tree. Then there is a vertex $j_{1} \neq i$ of degree 1 ; let $e_{1}$ be the incident edge. Deleting $j_{1}, e_{1}$ we obtain a tree with $n-2$ edges. Again there is a vertex $j_{2} \neq i$ of degree 1 with incident edge $e_{2}$. Continue in this way until $j_{1}: j_{2}, \ldots, j_{n-1}$ and $e_{1}, e_{2}, \ldots, \epsilon_{n-1}$ with $j_{i} \in \epsilon_{i}$ are determined. Now permute the rows and columns to bring $j_{k}$ into the $k$-th row and $e_{k}$ into the $k$-th column. Since by construction $j_{k} \notin e_{\ell}$ for $k<\ell$, we see that the new matrix $N^{\prime}$ is lower triangular with all clements on the main diagonal equal to $\pm 1$. Thus $\operatorname{det} N= \pm \operatorname{det} N^{\prime}= \pm 1$, and we are done.
For the special case $G=K_{n}$, we clearly obtain

$$
M_{i i}=\left(\begin{array}{cccc}
n-1 & -1 & \ldots & -1 \\
-1 & n-1 & & -1 \\
\vdots & & \ddots & \vdots \\
-1 & -1 & \ldots & n-1
\end{array}\right)
$$

and an easy computation shows $\operatorname{det} M_{i i}=n^{n}{ }^{2}$.

"A nonstandard method of counting trees: Put a cat into each tree, walk your dog, and count how often he barks."

For example, ${ }_{1} T_{4.2}=8$ for $A=\{1,2\}$


Third proof (Recursion). Another classical method in enumerative combinatorics is to establish a recurrence relation and to solve it by induction. The following idea is essentially due to Riordan and Rényi. To find the proper recursion, we consider a more gencral problem (which already appears in Cayley's paper). Let $A$ be an arbitrary $k$-set of the vertices. By $T_{n, k}$ we denote the number of (labeled) forests on $\{1, \ldots, n\}$ consisting of $k$ trees where the vertices of $A$ appear in different trees. Clearly, the set $A$ does not matter, only the size $k$. Note that $T_{n, 1}=T_{n}^{\prime}$.


Consider such a forest $F$ with $A=\{1,2, \ldots, k\}$, and suppose 1 is adjacent to $i$ vertices, as indicated in the margin. Deleting 1 , the $i$ neighbors together with $2, \ldots, k$ yield one vertex each in the components of a forest that consists of $k-1+i$ trees. As we can (re)construct $F$ by first fixing $i$, then choosing the $i$ neighbors of 1 and then the forest $F \backslash \backslash$, this yields

$$
\begin{equation*}
T_{n, k}=\sum_{i=0}^{n-k}\binom{n-k}{i} T_{n-1, k-1+i} \tag{1}
\end{equation*}
$$

for all $n \geq k \geq 1$, where we set $T_{0,0}=1, T_{n, 0}=0$ for $n>0$. Note that $T_{0.0}=1$ is necessary to ensurc $T_{n, n}=1$.
Proposition. We have
and thus, in particular,

$$
\begin{gather*}
T_{n, k}=k n^{n-k-1}  \tag{2}\\
T_{n, 1}=T_{n}=n^{n-2}
\end{gather*}
$$

■ Proof. By (1), and using induction, we find

$$
\begin{aligned}
T_{n . k} & =\sum_{i=0}^{n-k}\binom{n-k}{i}(k-1+i)(n-1)^{n-1-k-i} \quad(i \rightarrow n-k-i) \\
& =\sum_{i=0}^{n}\binom{n-k}{i}(n-1-i)(n-1)^{i-1} \\
& =\sum_{i=0}^{n-k}\binom{n-k}{i}(n-1)^{i}-\sum_{i=1}^{n-k}\binom{n-k}{i} i(n-1)^{i-1} \\
& =n^{n-k}-(n-k) \sum_{i=1}^{n-k}\binom{n-1-k}{i-1}(n-1)^{i-1} \\
& =n^{n-k}-(n-k) \sum_{i=0}^{n-1-k}\binom{n-1-k}{i}(n-1)^{i} \\
& =n^{n-k}-(n-k) n^{n-1-k}=k n^{n-1-k} .
\end{aligned}
$$

Fourth proof (Double Counting). The following marvelous idea due to Jim Pitman gives Cayley's formula and its generalization (2) without induction or bijection - it is just clever counting in two ways.
A rooted forest on $\{1, \ldots, n\}$ is a forest together with a choice of a root in each component tree. Let $\mathcal{F}_{n, k}$ be the set of all rooted forests that consist of $k$ rooted trees. Thus $\mathcal{F}_{n, 1}$ is the set of all rooted trees.
Note that $\left|\mathcal{F}_{n, 1}\right|=n T_{n}$, since in every tree there are $n$ choices for the root. We now regard $F_{n, k} \in \mathcal{F}_{n, k}$ as a directed graph with all edges directed away from the roots. Say that a forest $F$ contains another forest $F^{\prime}$ if $F$ contains $F^{\prime}$ as directed graph. Clearly, if $F$ properly contains $F^{\prime}$, then $F$ has fewer components than $F^{\prime}$. The figure shows two such forests with the roots on top.
Here is the crucial idea. Call a sequence $F_{1}, \ldots, F_{k}$ of forests a refining sequence if $F_{i} \in \mathcal{F}_{n, i}$ and $F_{i}$ contains $F_{i+1}$, for all $i$.
Now let $F_{k}$ be a fixed forest in $\mathcal{F}_{n, k}$ and denote

- by $N\left(F_{k}\right)$ the number of rooted trees containing $F_{k}$, and
- by $N^{*}\left(F_{k}\right)$ the number of refining sequences ending in $F_{k}$.

We count $N^{*}\left(F_{k}\right)$ in two ways, first by starting at a tree and secondly by starting at $F_{k}$. Suppose $F_{1} \in \mathcal{F}_{n, 1}$ contains $F_{k}$. Since we may delete the $k-1$ edges of $F_{1} \backslash F_{k}$ in any possible order to get a refining sequence from $F_{1}$ to $F_{k}$, we find

$$
\begin{equation*}
N^{*}\left(F_{k}\right)=N\left(F_{k}\right)(k-1)!. \tag{3}
\end{equation*}
$$

Let us now start at the other end. To produce from $F_{k}$ an $F_{k-1}$ we have to add a directed edge, from any vertex $a$, to any of the $k-1$ roots of the trees that do not contain $a$ (see the figure on the right, where we pass from $F_{3}$ to $F_{2}$ by adding the edge $3 \bullet \rightarrow 7$ ). Thus we have $n(k-1)$ choices. Similarly, for $F_{k-1}$ we may produce a directed edge from any vertex $b$ to any of the $k-2$ roots of the trees not containing $b$. For this we have $n(k-2)$ choices. Continuing this way, we arrive at

$$
\begin{equation*}
N^{*}\left(F_{k}\right)=n^{k-1}(k-1)! \tag{4}
\end{equation*}
$$

and out comes, with (3), the unexpectedly simple relation

$$
N\left(F_{k}\right)=n^{k-1} \quad \text { for any } F_{k} \in \mathcal{F}_{n, k}
$$

For $k=n, F_{n}$ consists just of $n$ isolated vertices. Hence $N\left(F_{n}\right)$ counts the number of all rooted trees, and we obtain $\left|\mathcal{F}_{n, 1}\right|=n^{n-1}$, and thus Cayley's formula.

But we get even more out of this proof. Formula (4) yields for $k=n$ :

$$
\begin{equation*}
\#\left\{\text { refining sequences }\left(F_{1}, F_{2}, \ldots, F_{n}\right)\right\}=n^{n-1}(n-1)!. \tag{5}
\end{equation*}
$$

For $F_{k} \in \mathcal{F}_{n, k}$, let $N^{* *}\left(F_{k}\right)$ denote the number of those refining sequences $F_{1}, \ldots . F_{n}$ whose $k$-th term is $F_{k}$. Clearly this is $N^{*}\left(F_{k}\right)$ times the number

$F_{2}$ contains $F_{3}$

of ways to choose ( $F_{k+1}, \ldots, F_{n}$ ). But this latter number is $(n-k)$ ! since we may delete the $n-k$ edges of $F_{k}$ in any possible way, and so

$$
\begin{equation*}
N^{* *}\left(F_{k}\right)=N^{*}\left(F_{k}\right)(n-k)!=n^{k-1}(k-1)!(n-k)! \tag{6}
\end{equation*}
$$

Since this number does not depend on the choice of $F_{k}$, dividing (5) hy (6) yields the number of rooted forests with $k$ trees:

$$
\left|\mathcal{F}_{n, k}\right|=\frac{n^{n-1}(n-1)!}{n^{k-1}(k-1)!(n-k)!}=\binom{n}{k} k n^{n-1-k}
$$

As we may choose the $k$ roots in $\binom{n}{k}$ possible ways, we have reproved the formula $T_{n, k}=k n^{n-k-1}$ without recourse to induction.

Let us end with a historical note. Cayley's paper from 1889 was anticipated by Carl W. Borchardt (1860), and this fact was acknowledged by Cayley himself. An equivalent result appeared even earlier in a paper of James J. Sylvester (1857), see [2, Chapter 3]. The novelty in Cayley's paper was the use of graph theory terms, and the theorem has been associated with his name ever since.
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## Completing Latin squares

Some of the oldest combinatorial objects, whose study apparently goes back to ancient times, are the Latin squares. To obtain a Latin square, one has to fill the $n^{2}$ cells of an $(n \times n)$-square array with the numbers $1,2, \ldots, n$ so that that every number appears exactly once in every row and in every column. In other words, the rows and columns each represent permutations of the set $\{1, \ldots, n\}$. Let us call $n$ the order of the Latin square. Here is the problem we want to discuss. Suppose someone started filling the cells with the numbers $\{1,2, \ldots, n\}$. At some point he stops and asks us to fill in the remaining cells so that we get a Latin square. When is this possible? In order to have a chance at all we must, of course, assume that at the start of our task any element appears at most once in every row and in every column. Let us give this situation a name. We speak of a partial Latin square of order $n$ if some cells of an $(n \times n)$-array are filled with numbers from the set $\{1, \ldots, n\}$ such that every number appears at most once in every row and column. So the problem is:

## When can a partial Latin square be completed to a Latin square of the same order?

Let us look at a few examples. Suppose the first $n-1$ rows are filled and the last row is empty. Then we can casily fill in the last row. Just note that every element appears $n-1$ times in the partial Latin square and hence is missing from exactly one column. Hence by writing each element below the column where it is missing we have completed the square correctly.
Going to the other end, suppose only the first row is filled. Then it is again easy to complete the square by cyclically rotating the elements one step in each of the following rows.
So, while in our first example the completion is forced, we have lots of possibilities in the second example. In general, the fewer cells are prefilled, the more freedom we should have in completing the square.
However, the margin displays an example of a partial square with only $n$ cells filled which clearly cannot be completed, since there is no way to fill the upper right-hand corner without violating the row or column condition.

If fewer than $n$ cells are filled in an $(n \times n)$-array, can one then always complete it to obtain a Latin square?

| 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- |
| 2 | 1 | 4 | 3 |
| 4 | 3 | 1 | 2 |
| 3 | 4 | 2 | 1 |

A Latin square of order 4

| 1 | 4 | 2 | 5 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 2 | 5 | 3 | 1 |
| 2 | 5 | 3 | 1 | 4 |
| 5 | 3 | 1 | 4 | 2 |
| 3 | 1 | 4 | 2 | 5 |

A cyclic Latin squarc


A partial Latin squarc that cannot be completed

| 1 | 3 | 2 |
| :--- | :--- | :--- |
| 2 | 1 | 3 |
| 3 | 2 | 1 |

$R: 111222333$
C: 123123123
F: 132213321

If we permute the lines of the ahove example cyclically,
$R \longrightarrow C \longrightarrow E \longrightarrow R$, then we obtain the following line array and Latin square:

| 1 | 2 | 3 |
| :--- | :--- | :--- |
| 3 | 1 | 2 |
| 2 | 3 | 1 |

R: 132213321
$C: 111222333$
E: 123123123

This question was raised by Trevor Evans in 1960, and the assertion that a completion is always possible quickly became known as the Evans conjecture. Of course, one would try induction, and this is what finally led to success. But Bohdan Smetaniuk's proof from 1981, which answered the question, is a beautiful example of just how subtle an induction proof may be needed in order to do such a job. And, what's more, the proof is constructive, it allows us to complete the Latin square explicitly from any initial partial configuration.

Before proceeding to the proof let us take a closer look at Latin squares in general. We can alternatively view a Latin square as a $\left(3 \times n^{2}\right)$-array, called the line array of the Latin square. The figure to the left shows a Latin square of order 3 and its associated line array, where $R, C$ and $E$ stand for rows, columns and elements.
The condition on the Latin square is equivalent to saying that in any two lines of the line array all $n^{2}$ ordered pairs appear (and therefore each pair appears exactly once). Clearly, we may permute the symbols in each line arbitrarily (corresponding to permutations of rows, columns or elements) and still obtain a Latin square. But the condition on the $\left(3 \times n^{2}\right)$-array tells us more: There is no special role for the elements. We may also permute the lines of the array (as a whole) and still preserve the conditions on the line array and hence obtain a Latin square.
Latin squares that are connected by any such permutation are called conjugates. Here is the observation which will make the proof transparent: A partial Latin square obviously corresponds to a partial line array (every pair appears at most once in any two lines), and any conjugate of a partial Latin square is again a partial Latin square. In particular, a partial Latin square can be completed if and only if any conjugate can be completed (just complete the conjugate and then reverse the permutation of the three lines).

We will need two results, due to Herbert J. Ryser and to Charles C. Lindner, that were known prior to Smetaniuk's theorem. If a partial Latin square is of the form that the first $r$ rows are completely filled and the remaining cells are empty, then we speak of an $(r \times n)$-Latin rectangle.
Lemma 1. Any $(r \times n)$-Latin rectangle, $r<n$, can be extended to an $((r+1) \times n)$-Latin rectangle and hence can be completed to a Latin square.
$\square$ Proof. We apply Hall's theorem (see Chapter 23). Let $A_{j}$ be the set of numbers that do not appear in column $j$. An admissible $(r+1)$-st row corresponds then precisely to a system of distinct representatives for the collection $A_{1} \ldots, A_{n}$. To prove the lemma we therefore have to verify Hall's condition (H). Every set $A_{j}$ has size $n-r$, and every element is in precisely $n-r$ sets $A_{j}$ (since it appears $r$ times in the rectangle). Any $m$ of the sets $A_{j}$ contain together $m(n-r)$ elements and therefore at least $m$ different ones, which is just condition (H).

Lemma 2. Let $P$ be a partial Latin square of order $n$ with at most $n-1$ cells filled and at most $\frac{\pi}{2}$ distinct elements, then $P$ can be completed to a Latin square of order $n$.

Proof. We first transform the problem into a more convenient form. By the conjugacy principle discussed above, we may replace the condition "at most $\frac{n}{2}$ distinct elements" by the condition that the entries appear in at most $\frac{n}{2}$ rows, and we may further assume that these rows are the top rows. So let the rows with filled cells be the rows $1,2, \ldots, r$, with $f_{i}$ filled cells in row $i$, where $r \leq \frac{\pi}{2}$ and $\sum_{i=1}^{r} f_{i} \leq n-1$. By permuting the rows, we may assume that $f_{1} \geq f_{2} \geq \ldots \geq f_{r}$. Now we complete the rows $1 \ldots, r$ step by step until we reach an $(r \times n)$-rectangle which can then be extended to a Latin square by Lemma 1.
Suppose we have already filled rows $1,2, \ldots, \ell-1$. In row $\ell$ there are $f_{\ell}$ filled cells which we may assume to be at the end. The current situation is depicted in the figure, where the shaded part indicates the filled cells.
The completion of row $\ell$ is performed by another application of Hall's theorem, but this time it is quite subtle. Let $X$ be the set of elements that do not appear in row $\ell$, thus $|X|=n-f_{\ell}$, and for $j=1, \ldots, n-f_{\ell}$ let $A_{j}$ denote the set of those elements in $X$ which do not appcar in column $j$ (neither above nor below row $\ell$ ). Hence in order to complete row $\ell$ we must verify condition (H) for the collection $A_{1}, \ldots, A_{n-f_{\ell}}$.
First we claim

$$
\begin{equation*}
n-f_{\ell}-\ell+1>\ell-1+f_{\ell+1}+\ldots+f_{r} \tag{I}
\end{equation*}
$$

The case $\ell=1$ is clear. Otberwise $\sum_{i-1}^{r} f_{i}<n, f_{1} \geq \ldots \geq f_{r}$ and $1<\ell \leq r$ together imply

$$
n>\sum_{i=1}^{r} f_{i} \geq(\ell-1) f_{\ell-1}+f_{\ell}+\ldots+f_{r}
$$

Now either $f_{\ell-1}>2$ (in wbich case (1) holds) or $f_{\ell-1}=1$. In the latter case, (1) reduces to $n>2(\ell-1)+r-\ell+1=r+\ell-1$, which is true because of $\ell \leq r \leq \frac{n}{2}$.
Let us now take $m$ sets $A_{j}, 1 \leq m \leq n-f_{\ell}$, and let $B$ be their union. We must show $|B| \geq m$. Consider the number $c$ of cells in the $m$ columns corresponding to the $A_{j}$ 's which contain elements of $X$. There are at most $(\ell-1) \mathrm{m}$ such cells above row $\ell$ and at most $f_{\ell+1}+\ldots+f_{r}$ below row $\ell$, and thus

$$
c \leq(\ell-1) m+f_{\ell+1}+\ldots+f_{r}
$$

On the other hand, each element $x \in X \backslash B$ appears in each of the $m$ columns, hence $c \geq m(|X|-|B|)$, and therefore (with $|X|=n-f_{\ell}$ )

$$
|B| \geq|X|-\frac{1}{m} c \geq n-f_{\ell}-(\ell-1)-\frac{1}{m}\left(f_{\ell+1}+\ldots+f_{r}\right) .
$$

It follows that $|B| \geq m$ if

$$
n-f_{\ell}-(\ell-1)-\frac{1}{m}\left(f_{\ell+1}+\ldots+f_{r}\right)>m-1
$$

that is, if

$$
\begin{equation*}
m\left(n-f_{\ell}-\ell+2-m\right)>f_{\ell+1}+\ldots+f_{r} \tag{2}
\end{equation*}
$$



A situation for $n=8$, with $\ell=3, f_{1}=$ $f_{2}=f_{3}=2, f_{4}=1$. The dark squares represent the pre-filled cells, the lighter ones show the cells that have been filled in the completion process.


|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{2}$ | 3 | 4 | 1 | 6 | 5 |  |
| 5 | 6 | 1 | 4 | 2 | 3 |  |
| 1 | 2 | 3 | 6 | 5 | 4 |  |
| 6 | $\mathbf{4}$ | $\mathbf{5}$ | 2 | 3 | 1 |  |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 2 |  |
| $\mathbf{4}$ | 5 | 2 | 3 | $\mathbf{1}$ | 6 |  |

Inequality (2) is true for $m=1$ and for $m=n-f_{\ell}-\ell+1$ hy (1), and hence for all values $m$ between 1 and $n-f_{\ell}-\ell+1$, since the left-hand side is a quadratic function in $m$ with leading coefficient -1 . The remaining case is $m>n-f_{\ell}-\ell+1$. Since any element $x$ of $X$ is contained in at most $\ell-1+f_{\ell+1}+\ldots+f_{r}$ rows, it can also appear in at most that many columns. Invoking (1) once more, we find that $x$ is in one of the sets $A_{j}$, so in this case $B=X,|B|=n-f_{\ell} \geq m$, and the proof is complete.

Let us finally prove Smetaniuk's theorem.
Theorem. Any partial Latin square of order $n$ with at most $n-1$ filled cells can be completed to a Latin square of the same order.

- Proof. We use induction on $n$, the cases $n \leq 2$ being trivial. Thus we now study a partial Latin square of order $n \geq 3$ with at most $n-1$ filled cells. With the notation used above these cells lie in $r \leq n-1$ different rows numhered $s_{1}, \ldots, s_{r}$, which contain $f_{1}, \ldots, f_{r}>0$ filled cells, with $\sum_{i=1}^{r} f_{i} \leq n-1$. By Lemma 2 we may assume that there are more than $\frac{n}{2}$ different elements; thus there is an element that appears only once: after renumbering and permutation of rows (if necessary) we may assume that the element $n$ occurs only once, and this is in row $s_{1}$.
In the next step we want to permute the rows and columns of the partial Latin square such that after the permutations all the filled cells lie below the diagonal - except for the cell filled with $n$, which will end up on the diagonal. (The diagonal consists of the cells $(k, k)$ with $1 \leq k \leq n$.) We achieve this as follows: First we permute row $s_{1}$ into the position $f_{1}$. By permutation of columns we move all the filled cells to the left, so that $n$ occurs as the last element in its row, on the diagonal. Next we move row $s_{2}$ into position $1+f_{1}+f_{2}$, and again the filled cells as far to the left as possible. In general, for $1<i \leq r$ we move the row $s_{i}$ into position $1+f_{1}+f_{2}+\ldots+f_{i}$ and the filled cells as far left as possible. This clearly gives the desired set-up. The drawing to the left shows an example, with $n=7$ : the rows $s_{1}=2, s_{2}=3, s_{3}=5$ and $s_{4}=7$ with $f_{1}=f_{2}=2$ and $f_{3}=f_{4}=1$ are moved into the rows numhered $2,5,6$ and 7 , and the columns are permuted "to the left" so that in the end all entries except for the single 7 come to lie below the diagonal, which is marked by es.
In order to be able to apply induction we now remove the entry $n$ from the diagonal and ignore the first row and the last column (which do not not contain any filled cells): thus we are looking at a partial Latin square of order $n-1$ with at most $n \cdots 2$ filled cells, which hy induction can he completed to a Latin square of order $n-1$. The margin shows one (of many) completions of the partial Latin square that arises in our example. In the figure, the original entries are printed bold. They are already final, as are all the elements in shaded cells; some of the other entries will he changed in the following, in order to complete the Latin square of order $n$. In the next step we want to move the diagonal elements of the square to the last column and put entries $n$ onto the diagonal in their place. However, in general we cannot do this, since the diagonal elements need not
be distinct. Thus we proceed more carefully and perform successively, for $k=2,3, \ldots, n-1$ (in this order), the following operation:
Put the value $n$ into the cell $(k, n)$. This yields a correct partial Latin square. Now exchange the value $x_{k}$ in the diagonal cell $(k, k)$ with the value $n$ in the cell $(k, n)$ in the last column.
If the value $x_{k}$ did not already occur in the last column, then our job for the current $k$ is completed. After this, the current elements in the $k$-th column will not be changed any more.
In our example this works without problems for $k=2,3$ and 4 , and the corresponding diagonal elements 3,1 and 6 move to the last column. The following three figures show the corresponding operations.

|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 7 | 4 | 1 | 6 | 5 | 3 |
| 5 | 6 | $\mathbf{1}$ | 4 | 2 | 3 | 7 |
| 1 | 2 | 3 | 6 | 5 | 4 |  |
| 6 | $\mathbf{4}$ | $\mathbf{5}$ | 2 | 3 | 1 |  |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 2 |  |
| 4 | 5 | 2 | 3 | 1 | 6 |  |


|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{2}$ | 7 | 4 | $\mathbf{1}$ | 6 | 5 | 3 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| $\mathbf{1}$ | 2 | 3 | 6 | 5 | 4 | 7 |
| 6 | $\mathbf{4}$ | $\mathbf{5}$ | 2 | 3 | 1 |  |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 2 |  |
| $\mathbf{4}$ | 5 | 2 | 3 | 1 | 6 |  |

Now we have to treat the case in which there is already an element $x_{k}$ in the last column. In this case we proceed as follows:
If there is already an element $x_{k}$ in a cell $(j, n)$ with $2 \leq j<k$, then we exchange in now $j$ the element $x_{k}$ in the $n$-th column with the element $x_{k}^{\prime}$ in the $k$-th column. If the element $x_{k}^{\prime}$ also occurs in a cell $\left(j^{\prime}, n\right)$, then we also exchange the elements in the $j^{\prime}$-th row that occur in the $n$-th and in the $k$-th columns, and so on.
If we proceed like this there will never be two equal entries in a row. Our exchange process ensures that there also will never be two equal elements in a column. So we only have to verify that the exchange process between the $k$-th and the $n$-th column does not lead to an infinite loop. This can be seen from the following bipartite graph $G_{k}$ : Its vertices correspond to the cells ( $i, k$ ) and ( $j, n$ ) with $2 \leq i, j \leq k$ whose elements might be exchanged. There is an edge between $(i, k)$ and $(j, n)$ if these two cells lie in the same row (that is, for $i=j$ ), or if the cells before the exchange process contain the same element (which implies $i \neq j$ ). In our sketch the edges for $i=j$ are dotted, the others are not. All vertices in $G_{k}$ have degree 1 or 2 . The cell ( $k, n$ ) corresponds to a vertex of degree 1 ; this vertex is the beginning of a path which leads to column $k$ on a horizontal cdge, then possibly on a sloped edge back to column $n$, then horizontally back to column $k$ and so on. It ends in column $k$ at a value that does not occur in column $n$. Thus the exchange operations will end at some point with a step where we move a new element into the last column. Then the work on column $k$ is completed, and the elements in the cells $(i, k)$ for $i \geq 2$ are fixed for good.


In our example the "exchange case" happens for $k=5$ : the element $x_{5}=3$ does already occur in the last column, so that entry has to be moved back to column $k=5$. But the exchange element $x_{5}^{\prime}=6$ is not new either, it is exchanged by $x_{5}^{\prime \prime}=5$, and this one is now.

|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 7 | 4 | 1 | 6 | 5 | 3 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| 1 | 2 | 3 | 7 | 5 | 4 | 6 |
| 6 | 4 | 5 | 2 | 3 | 1 | 7 |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 2 |  |
| 4 | 5 | 2 | 3 | 1 | 6 |  |


|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 7 | 4 | 1 | 3 | 5 | 6 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| 1 | 2 | 3 | 7 | 6 | 4 | 5 |
| 6 | 4 | 5 | 2 | 7 | 1 | 3 |
| 3 | 1 | 6 | 5 | 4 | 2 |  |
| 4 | 5 | 2 | 3 | 1 | 6 |  |

Finally, the exchange for $k=6=n-1$ poses no problem, and after that the completion of the Latin square is unique:

|  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 7 | 4 | 1 | 3 | 5 | 6 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| 1 | 2 | 3 | 7 | 6 | 4 | 5 |
| 6 | 4 | 5 | 2 | 7 | 1 | 3 |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 2 | 7 |
| 4 | 5 | 2 | 3 | 1 | 6 |  |


|  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 7 | 4 | 1 | 3 | 5 | 6 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| 1 | 2 | 3 | 7 | 6 | 4 | 5 |
| 6 | 4 | 5 | 2 | 7 | 1 | 3 |
| 3 | 1 | 6 | 5 | 4 | 7 | 2 |
| 4 | 5 | 2 | 3 | 1 | 6 |  |


| $\mathbf{7}$ | 3 | 1 | 6 | 4 | 2 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{2}$ | 7 | 4 | $\mathbf{1}$ | 3 | 5 | 6 |
| 5 | 6 | 7 | 4 | 2 | 3 | 1 |
| $\mathbf{1}$ | 2 | 3 | 7 | 6 | 4 | 5 |
| 6 | $\mathbf{4}$ | $\mathbf{5}$ | 2 | 7 | $\mathbf{1}$ | 3 |
| 3 | 1 | 6 | $\mathbf{5}$ | 4 | 7 | 2 |
| $\mathbf{4}$ | 5 | 2 | 3 | $\mathbf{1}$ | 6 | 7 |

$\ldots$ and the same occurs in general: We put an element $n$ into the cell $(n, n)$, and after that the first row can be completed by the missing elements of the respective columns (see Lemma 1), and this completes the proof. In order to get explicitly a completion of the original partial Latin square of order $n$, we only have to reverse the element, row and column permutations of the first two steps of the proof.
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## The Dinitz problem

The four-color problem was a main driving force for the development of graph theory as we know it today, and coloring is still a topic that many graph theorists like best. Here is a simple-sounding coloring problem, raised by Jeff Dinitz in 1978, which defied all attacks until its astonishingly simple solution by Fred Galvin fifteen years later.

> Consider $n^{2}$ cells arranged in an $(n \times n)$-square, and let $(i, j)$ denote the cell in row $i$ and column $j$. Suppose that for every cell $(i, j)$ we are given a set $C(i, j)$ of $n$ colors.
> Is it then always possible to color the whole array by picking for each cell $(i, j)$ a color from its set $C(i, j)$ such that the colors in each row and each column are distinct?

As a start consider the case when all color sets $C(i, j)$ are the same, say $\{1,2, \ldots, n\}$. Then the Dinitz problem reduces to the following task: Fill the $(n \times n)$-square with the numbers $1,2, \ldots, n$ in such a way that the numbers in any row and column are distinct. In other words, any such coloring corresponds to a Latin square, as discussed in the previous chapter. So, in this case, the answer to our question is "yes."
Since this is so easy, why should it be so much harder in the general case when the set $C:=\bigcup_{i, j} C(i, j)$ contains even more than $n$ colors? The difficulty derives from the fact that not every color of $C$ is available at each cell. For example, whereas in the Latin square case we can clearly choose an arbitrary permutation of the colors for the first row, this is not so anymore in the general problem. Already the case $n=2$ illustrates this difficulty. Suppose we are given the color sets that are indicated in the figure. If we choose the colors 1 and 2 for the first row, then we are in trouble since we would then have to pick color 3 for both cells in the second row.
Before we tackle the Dinitz problem, let us rephrase the situation in the language of graph theory. As usual we only consider graphs $G=(V, E)$ without loops and multiple edges. Let $\chi(G)$ denote the chromatic number of the graph, that is, the smallest number of colors that one can assign to the vertices such that adjacent vertices receive different colors.
ln other words, a coloring calls for a partition of $V$ into classes (colored with the same color) such that there are no edges within a class. Calling a set $A \subseteq V$ independent if there are no edges within $A$, we infer that the chromatic number is the smallest number of independent sets which partition the vertex set $V$.



The graph $S_{3}$


In 1976 Vizing, and three years later Erdős, Rubin, and Taylor, studied the following coloring variant which leads us straight to the Dinitz problem. Suppose in the graph $G^{*}=(V, E)$ we are given a set $C(v)$ of colors for each vertex $v$. A list coloring is a coloring $c: V \longrightarrow \bigcup_{v \in V} C(v)$ where $c(v) \in C(v)$ for each $v \in V$. The definition of the list chromatic number $\chi_{\ell}(G)$ should now be clear: It is the smallest numher $k$ such for any list of color sets $C(v)$ with $|C(v)|=k$ for all $v \in V$ there always exists a list coloring. Of course, we have $\chi_{\ell}(G) \leq|V|$ (we never run out of colors). Since ordinary coloring is just the special case of list coloring when all sets $C(v)$ are equal, we ohtain for any graph $G$

$$
\chi(G) \leq \chi_{\ell}(G)
$$

To get hack to the Dinitz prohlem, consider the graph $S_{n}$ which has as vertex set the $n^{2}$ cells of our $(n \times n)$-array with two cells adjacent if and only if they are in the same row or column.
Since any $n$ cells in a row are pairwise adjacent we need at least $n$ colors. Furthermore, any coloring with $n$ colors corresponds to a Latin square, with the cells occupied by the same number forming a color class. Since Latin squares, as we have seen, exist, we infer $\chi\left(S_{n}\right)=n$, and the Dinitz problem can now be succinctly stated as

$$
\chi_{\ell}\left(S_{n}\right)=n ?
$$

One might think that perhaps $\chi(G)=\chi_{\ell}(G)$ holds for any graph $G$, but this is a long shot from the truth. Consider the graph $G=K_{2,4}$. The chromatic number is 2 since we may use one color for the two left vertices and the second color for the vertices on the right. But now suppose that we are given the color sets indicated in the figure.
To color the left vertices we have the four possibilities $1|3,1| 4,2 \mid 3$ and $2 \mid 4$, but any one of these pairs appears as a color set on the right-hand side, so a list coloring is not possible. Hence $\chi_{\ell}(G) \geq 3$, and the reader may find it fun to prove $\chi_{\ell}(G)=3$ (there is no need to try out all possibilities!). Generalizing this example, it is not hard to find graphs $G$ where $\chi(G)=2$, but $\chi_{\ell}(G)$ is arbitrarily large! So the list coloring prohlem is not as easy as it looks at first glance.
Back to the Dinitz problem. A significant step towards the solution was made by Jeanette Janssen in 1992 when she proved $\chi_{\ell}\left(S_{n}\right) \leq n+1$, and the coup de grâce was delivered by Fred Galvin by ingeniously combining two results, hoth of which had long been known. We are going to discuss these two results and show then how they imply $\chi_{\ell}\left(S_{n}^{\prime}\right)=n$.
First we fix some notation. Suppose $v$ is a vertex of the graph $G$, then we denote as before hy $d(v)$ the degree of $v$. In our square graph $S_{n}$ every vertex has degree $2 n-2$, accounting for the $n-1$ other vertices in the same row and in the same column. For a subset $\Lambda \subseteq V$ we denote by $G_{\Lambda}$ the subgraph which has $A$ as vertex set and which contains all edges of $G$ between vertices of $A$. We call $G_{A}$ the subgraph induced by $A$, and say that $H$ is an induced subgraph of $G$ if $H=G_{A}$ for some $A$.

To state our first result we need directed graphs $\vec{C}=(V, E)$, that is, graphs where cvery cdge $e$ has an orientation. The notation $e=(u, v)$ means that there is an $\operatorname{arc} c$, also denoted by $u \longrightarrow v$, whose initial vertex is $u$ and whose terminal vertex is $v$. It then makes sense to speak of the outdegree $d^{+}(v)$ resp. the indegree $d^{-}(v)$, where $d^{+}(v)$ counts the number of edges with $v$ as initial vertex, and similarly for $d^{-}(v)$; furthermore, $d^{+}(v)+d(v)=d(v)$. When we write $G$, we mean the graph $\vec{G}$ without the orientations.
The following concept originated in the analysis of games and will play a crucial role in our discussion.
Definition 1. Let $\vec{G}=(V, E)$ be a directed graph. A kernel $K \subseteq V$ is a subsct of the vertices such that
(i) $K$ is independent in $G$, and
(ii) for every $u \notin K$ there exists a vertex $v \in K$ with an edge $u \longrightarrow v$.

Let us look at the example in the figure. The set $\{b, c, f\}$ constitutes a kernel, but the subgraph induced by $\{a, c, c\}$ does not have a kernel since the three edges cycle through the vertices.
With all these preparations we are ready to state the first result.
Lemma 1. Let $\vec{G}=(V, E)$ be a directed graph, and suppose that for each vertex $v \in V$ we have a color set $C(v)$ that is larger than the outdegree, $|C(v)| \geq d^{+}(v)+1$. If every induced subgraph of $\vec{G}$ possesses a kernel, then there exists a list coloring of $G$ with a color from $C(v)$ for each $v$.

- Proof. We proceed by induction on $|V|$. For $|V|=1$ there is nothing to prove. Choose a color $c \in C=\bigcup_{v \in V} C(v)$ and set

$$
A(c):=\{v \in V: c \in C(v)\} .
$$

By bypothesis, the induced subgraph $G_{A(c)}$ possesses a kernel $K(c)$. Now we color all $v \in K(c)$ with the color $c$ (this is possible since $K(c)$ is independent), and delete $K(c)$ from $G$ and $c$ from $C$. Let $C^{\prime}$ be the induced subgraph of $G$ on $V \backslash K(c)$ with $C^{\prime}(v)=C(v) \backslash c$ as the new list of color sets. Notice that for cach $v \in A(c) \backslash K(c)$, the outdegree $d^{+}(v)$ is decreased by at least 1 (due to condition (ii) of a kernel). So $d^{+}(v)+1 \leq\left|C^{\prime}(v)\right|$ still holds in $\overrightarrow{G^{\prime}}$. The same condition also holds for the vertices outside $\Lambda(c)$, since in this case the color sets $C(v)$ remain unchanged. The new graph $G^{\prime}$ contains fewer vertices than $G$, and we are done by induction.

The method of attack for the Dinitz problem is now obvious: We have to find an orientation of the graph $S_{n}$ with outdegrees $d^{+}(v) \leq n-1$ for all $v$ and which ensures the existence of a kernel for all induced subgraphs. This is accomplished by our second result.
Again we need a few preparations. Recall (from Chapter 9) that a bipartite graph $G=(X \cup Y, E)$ is a graph with the following property: The vertex set $V$ is split into two parts $X$ and $Y$ such that every edge has onc endvertex in $X$ and the other in $Y$. In other words, the bipartite graphs are precisely those which can be colored with two colors (one for $X$ and one for $Y$ ).


A bipartite graph with a matching

The bold edges constitute a stable matching. In each priority list, the choice leading to a stable matching is printed bold.

Now we come to an important concept, "stable matchings," with a down-to-earth interpretation. A matching $M$ in a bipartite graph $G=(X \cup Y, E)$ is a set of edges such that no two edges in $M$ have a common endvertex. In the displayed graph the edges drawn in bold lines constitute a matching.
Consider $X$ to be a set of men and $Y$ a set of women and interpret $u v \in E$ to mean that $u$ and $v$ might marry. A matching is then a mass-wedding with no person committing bigamy. For our purposes we need a more refined (and more realistic?) version of a matching, suggested by David Gale and Lloyd S. Shapley. Clearly, in real life every person has preferences, and this is what we add to the set-up. In $G=(X \cup Y, E)$ we assume that for every $v \in X \cup Y$ there is a ranking of the set $N(v)$ of vertices adjacent to $v, N(v)=\left\{z_{1}>z_{2}>\ldots>z_{d(v)}\right\}$. Thus $z_{1}$ is the top choice for $v$, followed by $z_{2}$, and so on.
Definition 2. A matching $M$ of $G=(X \cup Y, E)$ is called stable if the following condition holds: Whenever $u v \in E \backslash M, u \in X, v \in Y$, then either $u y \in M$ with $y>v$ in $N(u)$ or $x v \in M$ with $x>u$ in $N(v)$, or both.

In our real life interpretation a set of marriages is stable if it never happens that $u$ and $v$ are not married but $u$ prefers $v$ to his partner (if he has one at all) and $v$ prefers $u$ to her mate (if she has one at all), which would clearly be an unstable situation.
Before proving our second result let us take a look at the following example:


Notice that in this example there is a unique largest matching $M$ with four edges, $M=\{a C, b B, c D, d A\}$, but $M$ is not stable (consider $c A$ ).
Lemma 2. A stable matching always exists.

- Proof. Consider the following algorithm. In the first stage all men $u \in X$ propose to their top choice. If a girl receives more than one proposal she picks the one she likes best and keeps him on a string, and if she receives just one proposal she keeps that one on a string. The remaining men are rejected and form the reservoir $R$. In the second stage all men in $R$ propose to their next choice. The women compare the proposals (together with the one on the string, if there is one), pick their favorite and put him on the string. The rest is rejected and forms the new set $R$. Now the men in $R$ propose to their next choice, and so on. A man who has proposed to his last choice and is again rejected drops out from further consideration (as well as from the reservoir). Clearly, after some time the reservoir $R$ is empty, and at this point the algorithm stops.

Claim. When the algorithm stops, then the men on the strings together with the corresponding girls form a stable matching.

Notice first that the men on the string of a particular girl move there in increasing preference (of the girl) since at each stage the girl compares the new proposals with the present mate and then picks the new favorite. Hence if $u v \in E$ but $u v \notin M$, then either $u$ never proposed to $v$ in which case he found a better mate before he even got around to $v$, implying $u y \in M$ with $y>v$ in $N(u)$, or $u$ proposed to $v$ but was rejected, implying $x v \in M$ with $x>u$ in $N(v)$. But this is exactly the condition of a stable matching.

Putting Lemmas 1 and 2 together, we now get Galvin's solution of the Dinitz problem.

Theorem. We have $\chi_{\ell}\left(S_{n}\right)=n$ for all $n$.
$\square$ Proof. As before we denote the vertices of $S_{n}$ by $(i, j), 1 \leq i, j \leq n$. Thus $(i, j)$ and $(r, s)$ are adjacent if and only if $i=r$ or $j=s$. Take any Latin square $L$ with letters from $\{1,2, \ldots, n\}$ and denote by $L(i, j)$ the entry in cell $(i, j)$. Next make $S_{n}$ into a directed graph $\vec{S}_{n}$ by orienting the horizontal edges $(i, j) \longrightarrow\left(i, j^{\prime}\right)$ if $L(i, j)<L\left(i, j^{\prime}\right)$ and the vertical edges $(i, j) \longrightarrow\left(i^{\prime}, j\right)$ if $L(i, j)>L\left(i^{\prime}, j\right)$. Thus, horizontally we orient from the smaller to the larger element, and vertically the other way around. (In the margin we have an example for $n=3$.)
Notice that we obtain $d^{+}(i, j)=n-1$ for all $(i, j)$. In fact, if $L(i, j)=k$, then $n-k$ cells in row $i$ contain an entry larger than $k$, and $k-1$ cells in column $j$ have an entry smaller than $k$.
By Lemma 1 it remains to show that every induced subgraph of $\vec{S}_{n}$ possesses a kernel. Consider a subset $A \subseteq V$, and let $X$ be the set of rows of $L$, and $Y$ the set of its columns. Associate to $A$ the bipartite graph $G=(X \cup Y, A)$, where every $(i, j) \in A$ is represented by the edge $i j$ with $i \in X, j \in Y$. In the example in the margin the cells of $A$ are shaded.
The orientation on $S_{n}$ naturally induces a ranking on the neighborhoods in $G=(X \cup Y, A)$ by setting $j^{\prime}>j$ in $N(i)$ if $(i, j) \longrightarrow\left(i, j^{\prime}\right)$ in $\vec{S}_{n}$ respectively $i^{\prime}>i$ in $N(j)$ if $(i, j) \longrightarrow\left(i^{\prime}, j\right)$. By Lemma 2, $G=(X \cup Y, A)$ possesses a stable matching $M$. This $M$, viewed as a subset of $A$, is our desired kernel! To see why, note first that $M$ is independent in $A$ since as edges in $G=(X \cup Y, A)$ they do not share an endvertex $i$ or $j$. Secondly, if $(i, j) \in A \backslash M$, then by the definition of a stable matching there either exists $\left(i, j^{\prime}\right) \in M$ with $j^{\prime}>j$ or $\left(i^{\prime}, j\right) \in M$ with $i^{\prime}>i$, which for $\vec{S}_{n}$ means $(i, j) \longrightarrow\left(i, j^{\prime}\right) \in M$ or $(i, j) \longrightarrow\left(i^{\prime}, j\right) \in M$, and the proof is complete.

To end the story let us go a little beyond. The reader may have noticed that the graph $S_{n}$ arises from a bipartite graph by a simple construction. Take the complete bipartite graph, denoted by $K_{n, n}$, with $|X|=|Y|=n$, and all edges between $X$ and $Y$. If we consider the edges of $K_{n, n}$ as vertices



Construction of a line graph
of a new graph, joining two such vertices if and only if as edges in $K_{n, n}$ they have a common endvertex, then we clearly obtain the square graph $S_{n}$. Let us say that $S_{n}$ is the line graph of $K_{n, n}$. Now this same construction can be performed on any graph $G$ with the resulting graph called the line graph $L(G)$ of $G$.
In general, call $H$ a line graph if $H=L(G)$ for some graph $G$. Of course, not every graph is a line graph, an example being the graph $K_{2,4}$ that we considered earlier, and for this graph we have seen $\chi\left(K_{2,4}\right)<\chi_{\ell}\left(K_{2,4}\right)$. But what if $H$ is a line graph? By adapting the proof of our theorem it can easily be shown that $\chi(H)=\chi_{\ell}(H)$ holds whenever $H$ is the line graph of a bipartite graph, and the method may well go some way in verifying the supreme conjecture in this field:

Does $\chi(H)=\chi_{\ell}(H)$ hold for every line graph $H$ ?
Very little is known about this conjecture, and things look hard - but after all, so did the Dinitz problem twenty years ago.
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## Identities versus bijections

Consider the infinite product $(1+x)\left(1+x^{2}\right)\left(1+x^{3}\right)\left(1+x^{4}\right) \cdots$ and expand it in the usual way into a series $\sum_{n \geq 0} a_{n} x^{n}$ by grouping together those products that yield the same power $x^{n}$. By inspection we find for the first terms

$$
\begin{equation*}
\prod_{k \geq 1}\left(1+x^{k}\right)=1+x+x^{2}+2 x^{3}+2 x^{4}+3 x^{5}+4 x^{6}+5 x^{7}+\ldots \tag{1}
\end{equation*}
$$

So we have e.g. $a_{6}=4, a_{7}=5$, and we (rightfully) suspect that $a_{n}$ goes to infinity with $n \longrightarrow \infty$.
Looking at the equally simple product $(1-x)\left(1-x^{2}\right)\left(1-x^{3}\right)\left(1-x^{4}\right) \ldots$ something unexpected happens. Expanding this product we obtain

$$
\begin{equation*}
\prod_{k \geq 1}\left(1-x^{k}\right)=1-x-x^{2}+x^{5}+x^{7}-x^{12}-x^{15}+x^{22}+x^{26}-\ldots \tag{2}
\end{equation*}
$$

It seems that all coefficients are equal to $1,-1$ or 0 . But is this true? And if so, what is the pattern?
Infinite sums and products and their convergence have played a central role in analysis since the invention of the calculus, and contributions to the subject have been made by some of the greatest names in the field, from Leonhard Euler to Srinivasa Ramanujan.
In explaining identities such as (1) and (2), however, we disregard convergence questions - we simply manipulate the coefficients. In the language of the trade we deal with "formal" power series and products. In this framework we are going to show how combinatorial arguments lead to elegant proofs of seemingly difficult identities.
Our basic notion is that of a partition of a natural number. We call any sum

$$
\lambda: n=\lambda_{1}+\lambda_{2}+\ldots+\lambda_{t} \quad \text { with } \quad \lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{t} \geq 1
$$

a partition of $n . P(n)$ shall be the set of all partitions of $n$, with $p(n):=$ $|P(n)|$, where we set $p(0)=1$.
What have partitions got to do with our problem? Well, consider the following product of infinitely many series:

$$
\begin{equation*}
\left(1+x+x^{2}+x^{3}+\ldots\right)\left(1+x^{2}+x^{4}+x^{6}+\ldots\right)\left(1+x^{3}+x^{6}+x^{9}+\ldots\right) \cdots \tag{3}
\end{equation*}
$$

where the $k$-th factor is $\left(1+x^{k}+x^{2 k}+x^{3 k}+\ldots\right)$. What is the coefficient of $x^{n}$ when we expand this product into a series $\sum_{n \geq 0} a_{n} x^{n}$ ? A moment's

## Chapter 29

thought should convince you that this is just the number of ways to write $n$ as a sum

$$
\begin{aligned}
n & =n_{1} \cdot 1+n_{2} \cdot 2+n_{3} \cdot 3+\ldots \\
& =\underbrace{1+\ldots+1}_{n_{1}}+\underbrace{2+\ldots+2}_{n_{2}}+\underbrace{3+\ldots+3}_{n_{3}}+\ldots
\end{aligned}
$$

So the coefficient is nothing else hut the numher $p(n)$ of partitions of $n$. Since the geometric series $1+x^{k}+x^{2 k}+\ldots$ equals $\frac{1}{1-x^{k}}$, we have proved our first identity:

$$
\begin{equation*}
\prod_{k>1} \frac{1}{1-x^{k}}=\sum_{n \geq 0} p(n) x^{n} \tag{4}
\end{equation*}
$$

What's more, we see from our analysis that the factor $\frac{1}{1-x^{k}}$ accounts for the contribution of $k$ to a partition of $n$. Thus, if we leave out $\frac{1}{1-x^{k}}$ from the product on the left side of (4), then $k$ does not appear in any partition on the right side. As an example we immediately obtain

$$
\begin{equation*}
\prod_{i \geq 1} \frac{1}{1-x^{2 i-1}}=\sum_{n \geq 0} p_{0}(n) x^{n} \tag{5}
\end{equation*}
$$

where $p_{o}(n)$ is the number of partitions of $n$ all of whose summands are odd, and the analogous statement holds when all summands are even.
By now it should be clear what the $n$-th coefficient in the infinite product $\prod_{k \geq 1}\left(1+x^{k}\right)$ will be. Since we take from any factor in (3) either 1 or $x^{k}$, this means that we consider only those partitions where any summand $k$ appears at most once. In other words, our original product (1) is expanded into

$$
\begin{equation*}
\prod_{k \geq 1}\left(1+x^{k}\right)=\sum_{n \geq 0} p_{d}(n) x^{n} \tag{6}
\end{equation*}
$$

where $p_{d}(n)$ is the number of partitions of $n$ into distinct summands.
Now the method of formal series displays its full power. Since $1-x^{2}=$ $(1-x)(1+x)$ we may write

$$
\prod_{k \geq 1}\left(1+x^{k}\right)=\prod_{k \geq 1} \frac{1-x^{2 k}}{1-x^{k}}=\prod_{k \geq 1} \frac{1}{1-x^{2 k-1}}
$$

since all factors $1-x^{2 i}$ with even exponent cancel out. So, the infinite products in (5) and (6) are the same, and hence also the series, and we obtain the beautiful result

$$
\begin{equation*}
p_{o}(n)=p_{d}(n) \quad \text { for all } n \geq 0 \tag{7}
\end{equation*}
$$

Such a striking equality demands a simple proof by bijection - at least that is the point of view of any comhinatorialist.

Problem. Let $P_{o}(n)$ and $P_{d}(n)$ be the partitions of $n$ into odd and into distinct summands, respectively: Find a bijection from $P_{o}(n)$ onto $P_{d}(n)$ !

Several bijections are known, but the following one due to J. W. L. Glaisher (1907) is perhaps the neatest. Let $\lambda$ be a partition of $n$ into odd parts. We collect equal summands and have

$$
\begin{aligned}
n & =\underbrace{\lambda_{1}+\ldots+\lambda_{1}}_{n_{1}}+\underbrace{\lambda_{2}+\ldots+\lambda_{2}}_{n_{2}}+\ldots+\underbrace{\lambda_{t}+\ldots+\lambda_{t}}_{n_{t}} \\
& =n_{1} \cdot \lambda_{1}+n_{2} \cdot \lambda_{2}+\ldots+n_{t} \cdot \lambda_{t} .
\end{aligned}
$$

Now we write $n_{1}=2^{m_{1}}+2^{m_{2}}+\ldots+2^{m \text { r }}$ in its binary representation and similarly for the other $n_{i}$. The new partition $\lambda^{\prime}$ of $n$ is then

$$
\lambda^{\prime}: n=2^{m_{1}} \lambda_{1}+2^{m_{2}} \lambda_{1}+\ldots+2^{m_{r}} \lambda_{1}+2^{k_{1}} \lambda_{2}+\ldots
$$

We have to check that $\lambda^{\prime}$ is in $P_{d}(n)$, and that $\phi: \lambda \longmapsto \lambda^{\prime}$ is indeed a bijection. Both claims are easy to verify: If $2^{a} \lambda_{i}=2^{b} \lambda_{j}$ then $2^{a}=2^{b}$ since $\lambda_{i}$ and $\lambda_{j}$ are odd, and so $\lambda_{i}=\lambda_{j}$. Hence $\lambda^{\prime}$ is in $P_{d}(n)$. Conversely, when $n=\mu_{1}+\mu_{2}+\ldots+\mu_{s}$ is a partition into distinct summands, then we reverse the bijection by collecting all $\mu_{i}$ with the same highest power of 2 , and write down the odd parts with the proper multiplicity. The margin displays an example.

Manipulating formal products has thus led to the equality $p_{o}(n)=p_{d}(n)$ for partitions which we then verified via a hijection. Now we turn this around, give a bijection proof for partitions and deduce an identity. This time our goal is to identify the pattern in the expansion (2).
Look at

$$
1-x-x^{2}+x^{5}+x^{7}-x^{12}-x^{15}+x^{22}+x^{26}-x^{35}-x^{40}+\ldots
$$

The exponents (apart from 0 ) seem to come in pairs, and taking the exponents of the first power in each pair gives the sequence

$$
\begin{array}{llllllll}
1 & 5 & 12 & 22 & 35 & 51 & 70 & \ldots
\end{array}
$$

well-known to Eulcr. These are the pentagonal numbers $f(j)$, whose name is suggested by the figure in the margin.
We easily compute $f(j)=\frac{3 j^{2}-j}{2}$ and $\bar{f}(j)=\frac{3 j^{2}+j}{2}$ for the other number of each pair. In summary, we conjecture, as Euler has done, that the following formula should hold.

For example,
$\lambda: 25=5+5+5+3-3+1+1+1+1$ is mapped by $\phi$ to

$$
\begin{aligned}
\lambda^{\prime}: 25 & =(2+1) 5+(2) 3+(4) 1 \\
& =10+5+6+4 \\
& =10+6+5+4 .
\end{aligned}
$$

We write

$$
\begin{aligned}
\lambda^{\prime}: 30 & =12+6+5+4+3 \\
\text { as } \quad 30 & =4(3+1)+2(3)+1(5+3) \\
& =(1) 5+(4+2+1) 3+(4) 1
\end{aligned}
$$

and obtain as $\phi^{-1}\left(\lambda^{\prime}\right)$ the partition
$\lambda: 30=5+3+3+3+3+3+3+$ $3+1+1+1+1$ into odd summands.


Pentagonal numbers

## Theorem.

$$
\begin{equation*}
\prod_{k \geq 1}\left(1-x^{k}\right)=1+\sum_{j \geq 1}(-1)^{j}\left(x^{\frac{3 j^{2}-j}{2}}+x^{\frac{3 j^{2}+j}{2}}\right) \tag{8}
\end{equation*}
$$

As experienced formal series manipulators we notice that the introduction of the new variable $y$ yields

$$
\prod_{k \geq 1}\left(1+y x^{k}\right)=\sum_{n \geq 0} p_{d, m}(n) x^{n} y^{m}
$$

where $p_{d, m}(n)$ counts the partitions of $n$ into precisely $m$ distinct summands. With $y=-1$ this yields

$$
\begin{equation*}
\prod_{k \geq 1}\left(1-x^{k}\right)=\sum_{n \geq 0}\left(E_{d}(n)-O_{d}(n)\right) x^{n} \tag{10}
\end{equation*}
$$

where $E_{d}(n)$ is the number of partitions of $n$ into an even number of distinct parts, and $O_{d}(n)$ is the number of partitions into an odd number. And here is the punchline. Comparing (10) to Euler's expansion in (8) we infer the beautiful result

$$
E_{d}(n)-O_{d}(n)=\left\{\begin{aligned}
1 & \text { for } n=\frac{3 \jmath^{2} \pm \jmath}{2} \text { when } j \geq 0 \text { is even } \\
-1 & \text { for } n=\frac{3 \jmath^{2} \pm \jmath}{2} \text { when } j \geq 1 \text { is odd } \\
0 & \text { otherwise }
\end{aligned}\right.
$$

This is, of course, just the beginning of a longer and still ongoing story. The theory of infinite products is replete with unexpected indentities, and with their bijective counterparts. The most famous examples are the so-called Rogers-Ramanujan identities, named after Leonard Rogers and Srinivasa Ramanujan, in which the number 5 plays a mysterious role:

$$
\begin{aligned}
& \prod_{k \geq 1} \frac{1}{\left(1-x^{5 k-4}\right)\left(1-x^{5 k-1}\right)}=\sum_{n \geq 0} \frac{x^{n^{2}}}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{n}\right)} \\
& \prod_{k \geq 1} \frac{1}{\left(1-x^{5 k-3}\right)\left(1-x^{5 k-2}\right)}-\sum_{n \geq 0} \frac{x^{n^{2}+n}}{(1-x)\left(1-x^{2}\right) \cdots\left(1-x^{n}\right)}
\end{aligned}
$$

The reader is invited to translate them into the following partition identities first noted by Percy MacMahon:

- Let $f(n)$ be the number of partitions of $n$ all of whose summands are of the form $5 k+1$ or $5 k+4$, and $g(n)$ the number of partitions whose summands differ by at least 2 . Then $f(n)=g(n)$.
- Let $r(n)$ be the number of partitions of $n$ all of whose summands are of the form $5 k+2$ or $5 k+3$, and $s(n)$ the number of partitions whose parts differ by at least 2 and which do not contain 1 . Then $r(n)=s(r)$.

All known formal series proofs of the Rogers-Ramanujan identities are quite involved, and for a long time bijection proofs of $f(n)=g(n)$ and of $r(n)=s(n)$ seemed elusive. Such proofs were eventually given 1981 by Adriano Garsia and Stephen Milne. Their bijections are, however, very complicated - Book proofs are not yet in sight.

An example for $n=10$ :
$10=9+1$
$10=8+2$
$10=7+3$
$10=6+4$
$10=4+3+2+1$
and
$10=10$
$10=7+2+1$
$10=6+3+1$
$10=5+4+1$
$10=5+3+2$,
so $E_{d}(10)=O_{d}(10)=5$.


Srinivasa Ramanujan
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## Five-coloring plane graphs

## Chapter 30

Plane graphs and their colorings have been the subject of intensive research since the beginnings of graph theory because of their connection to the fourcolor problem. As stated originally the four-color problem asked whether it is always possible to color the regions of a plane map with four colors such that regions which share a common boundary (and not just a point) receive different colors. The figure on the right shows that coloring the regions of a map is really the same task as coloring the vertices of a plane graph. As in Chapter 11 (page 65) place a vertex in the interior of each region (including the outer region) and connect two such vertices belonging to neighboring regions by an edge through the common boundary.
The resulting graph $G$, the dual graph of the map $M$, is then a plane graph, and coloring the vertices of $G$ in the usual sense is the same as coloring the regions of $M$. So we may as well concentrate on vertex-coloring plane graphs and will do so from now on. Note that we may assume that $G$ has no loops or multiple edges, since these are irrelcvant for coloring.

In the long and arduous history of attacks to prove the four-color theorem many attempts came close, but what finally succeeded in the Appel-Haken proof of 1976 and also in the recent proof of Robertson, Sanders, Seymour and Thomas 1997 was a combination of very old ideas (dating back to the 19th century) and the very new calculating powers of modern-day computers. Twenty-five years after the original proof, the situation is still basically the same, no proof from The Book is in sight.
So let us be more modest and ask whether there is a neat proof that every plane graph can be 5 -colored. A proof of this five-color theorem had already been given by Heawood at the turn of the century. The basic tool for his proof (and indeed also for the four-color theorem) was Euler's formula (see Chapter 11). Clearly, when coloring a graph $G$ we may assume that $G$ is connected since we may color the connected pieces separately. A plane graph divides the plane into a set $R$ of regions (including the exterior region). Euler's formula states that for plane connected graphs $G=(V, E)$ we always have

$$
|V|-|E|+|R|=2 .
$$

As a warm-up, let us see how Euler's formula may be applied to prove that every plane graph $G$ is 6 -colorable. We proceed by induction on the number $n$ of vertices. For small values of $n$ (in particular, for $n \leq 6$ ) this is obvious.


The dual graph of a map


This plane graph has 8 vertices, 13 edges and 7 regions.

From part (A) of the proposition on page 67 we know that $G$ has a vertex $v$ of degree at most 5 . Delete $v$ and all edges incident with $v$. The resulting graph $G^{\prime}=G \backslash v$ is a plane graph on $n-1$ vertices. By induction, it can be 6 -colored. Since $v$ has at most 5 neighbors in $G$, at most 5 colors are used for these neighbors in the coloring of $G^{\prime}$. So we can extend any 6 -coloring of $G^{\prime}$ to a 6 -coloring of $G$ by assigning a color to $v$ which is not used for any of its neighhors in the coloring of $G^{\prime}$. Thus $G$ is indeed 6 -colorable.

Now let us look at the list chromatic number of plane graphs, as discussed in the previous chapter on the Dinitz problem. Clearly, our 6-coloring method works for lists of colors as well (again we never run out of colors), so $\chi_{\ell}(G) \leq 6$ holds for any plane graph $G$. Erdős, Rubin and Taylor conjectured in 1979 that every plane graph has list chromatic number at most 5 , and further that there are plane graphs $G$ with $\chi_{\ell}(G)>4$. They were right on both counts. Margit Voigt was the first to construct an example of a plane graph $G$ with $\chi_{\ell}(G)=5$ (her example had 238 vertices) and around the same time Carsten Thomassen gave a truly stunning proof of the 5 -list coloring conjecture. His proof is a telling example of what you can do when you find the right induction hypothesis. It does not use Euler's formula at all!


A ncar-triangulated plane graph

Theorem. All planar graphs $G$ can be 5 -list colored:

$$
\chi_{\ell}(G) \leq 5
$$

Proof. First note that adding edges can only increase the chromatic numher. In other words, when $H$ is a subgraph of $G$, then $\chi_{\ell}(H) \leq \chi_{\ell}(G)$ certainly holds. Hence we may assume that $G$ is connected and that all the bounded faces of an embedding have triangles as boundaries. Let us call such a graph near-triangulated. The validity of the theorem for neartriangulated graphs will establish the statement for all plane graphs.
The trick of the proof is to show the following stronger statement (which allows us to use induction):

Let $G=(V, E)$ be a near-triangulated graph, and let $B$ be the cycle bounding the outer region. We make the following assumptions on the color sets $C(v), v \in V$;
(1) Two adjacent vertices $x, y$ of $B$ are already colored with (different) colors $\alpha$ and $\beta$.
(2) $|C(v)|>3$ for all other vertices $v$ of $B$.
(3) $|C(v)| \geq 5$ for all vertices $v$ in the interior.

Then the coloring of $x, y$ can be extended to a proper coloring of $G$ by choosing colors from the lists. In particular, $\chi_{\ell}\left(G^{r}\right)<5$.

For $|V|=3$ this is obvious, since for the only uncolored vertex $v$ we have $|C(v)| \geq 3$, so there is a color available. Now we proceed by induction.

Case 1: Suppose $B$ has a chord, that is, an edge not in $B$ that joins two vertices $u . v \in B$. The subgraph $G_{1}$ which is bounded by $B_{1} \cup\{u v\}$ and contains $x, y, u$ and $v$ is near-triangulated and therefore has a 5 -list coloring by induction. Suppose in this coloring the vertices $u$ and $v$ receive the colors $\gamma$ and $\delta$. Now we look at the bottom part $G_{2}$ bounded by $B_{2}$ and $u v$. Regarding $u, v$ as pre-colored, we see that the induction hypotheses are also satisfied for $G_{2}$. Hence $G_{2}$ can be 5 -list colored with the available colors, and thus the same is true for $G$.

Case 2: Suppose $B$ has no chord. Let $v_{0}$ be the vertex on the other side of the $\alpha$-colored vertex $x$ on $B$, and let $x, v_{1}, \ldots, v_{t}$, $w$ be the neighbors of $v_{0}$. Since $G$ is near-triangulated we have the situation shown in the figure.
Construct the near-triangulated graph $C^{\prime}=C \backslash v_{0}$ by deleting from $G$ the vertex $v_{0}$ and all edges emanating from $v_{0}$. This $G^{\prime}$ has as outer boundary $B^{\prime}=\left(B \backslash v_{0}\right) \cup\left\{v_{1}, \ldots, v_{t}\right\}$. Since $\left|C\left(v_{0}\right)\right| \geq 3$ by assumption (2) there exist two colors $\gamma, \delta$ in $C\left(v_{0}\right)$ different from $\alpha$. Now we replace every color set $C\left(v_{i}\right)$ by $C\left(v_{i}\right) \backslash\{\gamma, \delta\}$, keeping the original color sets for all other vertices in $C^{\prime}$. Then $G^{\prime}$ clearly satisfies all assumptions and is thus 5 -list colorable by induction. Choosing $\gamma$ or $\delta$ for $v_{0}$, different from the color of $w$, we can extend the list coloring of $C^{t}$ to all of $G$.

So, the 5 -list color theorem is proved, but the story is not quite over. A stronger conjecture claimed that the list-chromatic number of a plane graph $G$ is at most 1 more than the ordinary chromatic number:

$$
\text { Is } \chi_{f}(G) \leq \chi(G)+1 \text { for every plane graph } G \text { ? }
$$

Since $\lambda(G) \leq 4$ by the four-color theorem, we have three cases:
Case I: $\quad \chi(G)=2 \Longrightarrow \chi_{f}(G) \leq 3$
Case II: $\quad \chi(G)=3 \Longrightarrow \chi_{\ell}(G) \leq 4$
Case III: $\quad \chi(G)=4 \Longrightarrow \chi_{\ell}(G) \leq 5$.
Thomassen's result settles Case III, and Case I was proved by an ingenious (and much more sophisticated) argument by Alon and Tarsi. Furthermore, there are plane graphs $G$ with $\chi(G)=2$ and $\chi_{\ell}(G)=3$, for example the graph $K_{2,4}$ that we considered in the preceding chapter on the Dinitz problem.
But what about Case II? Here the conjecture fails: this was first shown by Margit Voigt for a graph that was earlier constructed by Shai Gutner. His graph on 130 vertices can be obtained as follows. First we look at the "double octahedron" (sce the figure), which is clearly 3-colorable. Let $\alpha \in\{5,6,7,8\}$ and $\beta \in\{9,10,11,12\}$, and consider the lists that are given in the figure. You are invited to check that with tbese lists a coloring is not possible. Now take 16 copics of this graph, and identify all top vertices and all bottom vertices. This yields a graph on $16 \cdot 8+2=130$ vertices which

is still plane and 3-colorable. We assign $\{5,6,7,8\}$ to the top vertex and $\{9,10,11,12\}$ to the bottom vertex, with the inner lists corresponding to the 16 pairs $(\alpha, \beta), \alpha \in\{5,6,7,8\}, \beta \in\{9,10,11,12\}$. For every choice of $\alpha$ and $\beta$ we thus obtain a subgraph as in the figure, and so a list coloring of the big graph is not possible.
By modifying another one of Gutner's examples, Voigt and Wirth came up with an even smaller plane graph with 75 vertices and $\chi=3, \chi_{\ell}=5$, which in addition uses only the minimal number of 5 colors in the combined lists. The current record is 63 vertices.
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## How to guard a museum

## Chapter 31

Here is an appealing problem which was raised by Victor Klee in 1973. Suppose the manager of a museum wants to make sure that at all times every point of the museum is watched by a guard. The guards are stationed at fixed posts, but they are able to tum around. How many guards are needed?
We picture the wails of the museum as a polygon consisting of $n$ sides. Of course, if the polygon is convex, then one guard is enough. In fact, the guard may be stationed at any point of the museum. But, in general, the walls of the museum may have the shape of any closed polygon.
Consider a comb-shaped museum with $n=3 \mathrm{~m}$. walls, as depicted on the right. It is easy to see that this requires at least $m=\frac{n}{3}$ guards. In fact, there are $n$ walls. Now notice that the point 1 can only be observed by a guard stationed in the shaded triangle containing 1 , and similarly for the other points $2,3, \ldots, m$. Since all these triangles are disjoint we conclude that at least $m$ guards are needed. But $m$ guards arc also enough, since they can be placed at the top lines of the triangles. By cutting off one or two walls at the end, we conclude that for any $n$ there is an $n$-walled museum which requires $\left\lfloor\frac{n}{3}\right\rfloor$ guards.



A convex exhibition hall


A real life art gallery.


A muscum with $n=12$ walls


A triangulation of the museum


Schönhardt's polyhedron: The interior dihedral angles at the edges $A B^{\prime}, B C^{\prime}$ and $C A^{\prime}$ are greater than $180^{\circ}$.

The following result states that this is the worst case.

Theorem. For any museum with $n$ walls, $\left\lfloor\frac{n}{3}\right\rfloor$ guards suffice.

This "art gallery theorem" was first proved by Vašek Chvátal by a clever argument, but here is a proof due to Steve Fisk that is truly beautiful.

- Proof. First of all, let us draw $n-3$ non-crossing diagonals between corners of the walls until the interior is triangulated. For example, we can draw 9 diagonals in the museum depicted in the margin to produce a triangulation. It does not matter which triangulation we choose, any one will do. Now think of the new figure as a plane graph with the corners as vertices and the walls and diagonals as edges.


## Claim. This graph is 3-colorable.

For $n=3$ there is nothing to prove. Now for $n>3$ pick any two vertices $u$ and $v$ which are connected by a diagonal. This diagonal will split the graph into two smaller triangulated graphs both containing the edge $u v$. By induction we may color each part with 3 colors where we may choose color 1 for $u$ and color 2 for $v$ in each coloring. Pasting the colorings together yields a 3 -coloring of the whole graph.
The rest is easy. Since there are $n$ vertices, at least one of the color classes, say the vertices colored 1 , contains at most $\left\lfloor\frac{n}{3}\right\rfloor$ vertices, and this is where we place the guards. Since every triangle contains a vertex of color I we infer that every triangle is guarded, and hence so is the whole museum.

The astute reader may have noticed a subtle point in our reasoning. Does a triangulation always exist? Probably everybody's first reaction is: Obviously, yes! Well, it does exist, but this is not completely obvious, and, in fact, the natural generalization to three dimensions (partitioning into tetrahedra) is false! This may be seen from Schönhardt's polyhedron, depicted on the left. It is obtained from a triangular prism by rotating the top triangle, so that each of the quadrilateral faces breaks into two triangles with a non-convex edge. Try to triangulate this polyhedron! You will notice that any tetrahedron that contains the bottom triangle must contain one of the three top vertices: but the resulting tetrahedron will not be contained in Schönhardt's polyhedron. So there is no triangulation without an additional vertex.
To prove that a triangulation exists in the case of a planar non-convex polygon, we proceed by induction on the number $n$ of vertices. For $n=3$ the polygon is a triangle, and there is nothing to prove. Let $n \geq 4$. To use induction, all we have to produce is one diagonal which will split the polygon $P$ into two smaller parts, such that a triangulation of the polygon can be pasted together from triangulations of the parts.
Call a vertex $A$ convex if the interior angle at the vertex is less than $180^{\circ}$. Since the sum of the interior angles of $P$ is $(n-2) 180^{\circ}$, there must be a
convex vertex $A$. In fact, there must be at least three of them: In essence this is an application of the pigeonhole principle! Or you may consider the convex hull of the polygon, and note that all its vertices are convex also for the original polygon.
Now look at the two neighboring vertices $B$ and $C$ of $A$. If the segment $B C$ lies entirely in $P$, then this is our diagonal. If not, the triangle $A B C$ contains other vertices. Slide $B C$ towards $A$ until it hits the last vertex $Z$ in $A B C$. Now $A Z$ is within $P$, and we have a diagonal.

There are many variants to the art gallery theorem. For example, we may only want to guard the walls (which is, after all, where the paintings hang), or the guards are all stationed at vertices. A particularly nice (unsolved) variant goes as follows:

Suppose each guard may patrol one wall of the museum, so he walks along his wall and sees anything that can be seen from any point along this wall.
How many "wall guards" do we then need to keep control?"
Godfried Toussaint constructed the example of a museum displayed here which shows that $\left\lfloor\frac{n}{4}\right\rfloor$ guards may be necessary.
This polygon has 28 sides (and, in general, $4 m$ sides), and the reader is invited to check that $m$ wall-guards are needed. It is conjectured that, except for some small values of $n$, this number is also sufficient, but a proof, let alone a Book Proof, is still missing.
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## Turán's graph theorem

## Chapter 32

One of the fundamental results in graph theory is the theorem of Turán from 1941, which initiated extremal graph theory. Turán's theorem was rediscovered many times with various different proofs. We will discuss five of them and let the reader decide which one belongs in The Book.
Let us fix some notation. We consider simple graphs $G$ on the vertex set $V=\left\{v_{1} \ldots, v_{n}\right\}$ and edge set $E$. If $v_{i}$ and $v_{j}$ are ncighbors, then we write $v_{i}{ }^{\prime \prime} j \in E$. A p-clique in $G$ is a complete subgraph of $G$ on $p$ vertices, denoted by $K_{p}$. Paul Turán posed the following question:

Suppose $G$ is a simple graph that does not contain a p-clique. What is the largest number of edges that $G$ can have?

We readily obtain examples of such graphs by dividing $V$ into $p-1$ pairwise disjoint subsets $V=V_{1} \cup \ldots \cup V_{p-1},\left|V_{i}\right|=n_{i}, n=n_{1}+\ldots+n_{p-1}$, joining two vertices if and only if they lie in distinct sets $V_{i}, V_{i}$. We denote the resulting graph by $K_{n_{1}, \ldots, n_{p} 1}$; it has $\sum_{i<j} n_{i} n_{j}$ edges. We obtain a maximal number of edges among such graphs with given $n$ if we divide the numbers $n_{i}$ as evenly as possible, that is, if $\left|n_{i}-n_{j}\right| \leq 1$ for all $i, j$. Indeed, suppose $n_{1} \geq n_{2}+2$. By shifting one vertex from $V_{1}$ to $V_{2}$, we obtain $K_{n_{1}-1, n_{2}+1, \ldots, n_{7-1}}$ which contains $\left(n_{1}-1\right)\left(u_{2}+1\right)-n_{1} n_{2}=$ $n_{1}-n_{2}-1 \geq 1$ more edges than $K_{n_{1}, n_{2}, \ldots, n_{p-1}}$. Let us call the graphs $K_{n_{1}, \ldots, n_{p-1}}$ with $\left|n_{i}-n_{j}\right| \leq 1$ the Turán graphs. In particular, if $p-1$ divides $n$, then we may choose $n_{i}=\frac{n}{p-1}$ for all $i$, obtaining

$$
\binom{p-1}{2}\left(\frac{n}{p-1}\right)^{2}=\left(1-\frac{1}{p-1}\right) \frac{n^{2}}{2}
$$

edges. Turán's theorem now states that this number is an upper bound for the edge-number of any graph on $n$ vertices without a $p$-clique.
Theorem. If a graph $G=(V, E)$ on $n$ vertices has no $p$-clique, $p \geq 2$, then

$$
\begin{equation*}
|E| \leq\left(1-\frac{1}{p-1}\right) \frac{n^{2}}{2} \tag{1}
\end{equation*}
$$

For $p=2$ this is trivial. In the first interesting case $p=3$ the theorem states that a triangle-free graph on $n$ vertices contains at most $\frac{n^{2}}{4}$ edges. Proofs of this special case were known prior to Turán's result. Two elegant proofs using inequalities are contained in Chapter 17.


Paul Turán


The graph $K_{2.2,3}$


H

Let us turn to the general case. The first two proofs use induction and are due to Turán and to Erdős, respectively.
$\square$ First proof. We use induction on $n$. One easily computes that ( 1 ) is true for $n<p$. Let $G$ be a graph on $V=\left\{v_{1}, \ldots, v_{n}\right\}$ without $p$-cliques with a maximal number of edges, where $n \geq p . G$ certainly contains $(p-1)$ cliques, since otherwise we could add edges. Let $A$ be a $(p-1)$-clique, and set $B:=V \backslash A$.
$A$ contains $\binom{p-1}{2}$ edges, and we now estimate the edge-number $e_{B}$ in $B$ and the edge-number $e_{A, B}$ between $A$ and $B$. By induction, we have $c_{B} \leq$ $\frac{1}{2}\left(1-\frac{1}{p-1}\right)(n-p+1)^{2}$. Since $G$ has no $p$-clique, every $v_{j} \in B$ is adjacent to at most $p-2$ vertices in $A$, and we obtain $e_{A, B} \leq(p-2)(n-p+1)$. Altogether, this yields

$$
|E| \leq\binom{ p-1}{2}+\frac{1}{2}\left(1-\frac{1}{p-1}\right)(n-p+1)^{2}+(p-2)(n-p+1),
$$

which is precisely $\left(1-\frac{1}{p-1}\right) \frac{n^{2}}{2}$.

Second proof. This proof makes use of the structure of the Turán graphs. Let $v_{m} \in V$ be a vertex of maximal degree $d_{m}=\max _{1 \leq j \leq n} d_{j}$. Denote by $S$ the set of neighbors of $v_{m},|S|=d_{m}$, and set $T:=V \backslash S$. As $G$ contains no $p$-clique, and $v_{m}$ is adjacent to all vertices of $S$, we note that $S$ contains no ( $p-1$ )-clique.
We now construct the following graph $H$ on $V$ (see the figure). $I I$ corresponds to $G$ on $S$ and contains all edges between $S$ and $T$, but no edges within $T$. In other words, $T$ is an independent set in $H$, and we conclude that $H$ has again no $p$-cliques. Let $d_{j}^{\prime}$ be the degree of $v_{j}$ in $H$. If $v_{j} \in S$, then we certainly have $d_{j}^{\prime} \geq d_{j}$ by the construction of $H$, and for $v_{j} \in T$, we see $d_{j}^{\prime}=|S|=d_{m} \geq d_{j}$ by the choice of $v_{m}$. We infer $|E(H)| \geq|E|$, and find that among all graphs with a maximal number of edges, there must be one of the form of $H$. By induction, the graph induced by $S$ has at most as many edges as a suitable graph $K_{n_{1}, \ldots, n_{p}}$ on $S$. So $|E| \leq|E(H)| \leq E\left(K_{n_{1}, \ldots, n_{p-1}}\right)$ with $n_{p-1}=|T|$, which implies (1).

The next two proofs are of a totally different nature, using a maximizing argument and ideas from probability theory. They are due to Motzkin and Straus and to Alon and Spencer, respectively.

- Third proof. Consider a probability distribution $\boldsymbol{w}=\left(w_{1}, \ldots, w_{n}\right)$ on the vertices, that is, an assignment of values $w_{i} \geq 0$ to the vertices with $\sum_{i=1}^{n} w_{i}=1$. Our goal is to maximize the function

$$
f(\boldsymbol{w})=\sum_{v_{i} v_{j} \in E} w_{i} w_{j}
$$

Suppose $\boldsymbol{w}$ is any distribution, and let $v_{i}$ and $v_{j}$ be a pair of non-adjacent vertices with positive weights $w_{i}, w_{j}$. Let $s_{i}$ be the sum of the weights of
all vertices adjacent to $v_{i}$, and define $s_{j}$ similarly for $v_{j}$, where we may assume that $s_{i} \geq s_{j}$. Now we move the weight from $v_{j}$ to $v_{i}$, that is, the new weight of $v_{i}$ is $w_{i}+w_{j}$, while the weight of $v_{j}$ drops to 0 . For the new new distribution $\boldsymbol{w}^{\prime}$ we find

$$
f\left(\boldsymbol{w}^{\prime}\right)=f(\boldsymbol{w})+w_{j} s_{i}-w_{j} s_{j} \geq f(\boldsymbol{w})
$$

We repeat this (reducing the number of vertices with a positive weight by one in each step) until there are no non-adjacent vertices of positive weight anymore. Thus we conclude that there is an optimal distribution whose nonzero weights are concentrated on a clique, say on a $k$-clique. Now if, say, $w_{1}>w_{2}>0$, then choose $\varepsilon$ with $0<\varepsilon<w_{1}-w_{2}$ and change $w_{1}$ to $w_{1}-\varepsilon$ and $w_{2}$ to $w_{2}+\varepsilon$. The new distribution $\boldsymbol{w}^{\prime}$ satisfies $f\left(\boldsymbol{w}^{\prime}\right)=$ $f(\boldsymbol{w})+\varepsilon\left(w_{1}-w_{2}\right)-\varepsilon^{2}>f(\boldsymbol{w})$, and we infer that the maximal value of $f(\boldsymbol{w})$ is attained for $w_{i}=\frac{1}{k}$ on a $k$-clique and $w_{i}=0$ otherwise. Since a $k$-clique contains $\frac{k(k-1)}{2}$ edges, we obtain

$$
f(\boldsymbol{w})=\frac{k(k-1)}{2} \frac{1}{k^{2}}=\frac{1}{2}\left(1-\frac{1}{k}\right) .
$$

Since this expression is increasing in $k$, the best we can do is to set $k=p-1$ (since $G$ has no $p$-cliques). So we conclude

$$
f(\boldsymbol{w}) \leq \frac{1}{2}\left(1-\frac{1}{p-1}\right)
$$

for any distribution $\boldsymbol{w}$. In particular, this inequality holds for the uniform distribution given by $w_{i}=\frac{1}{n}$ for all $i$. Thus we find

$$
\frac{|E|}{n^{2}}=f\left(w_{i}=\frac{1}{n}\right) \leq \frac{1}{2}\left(1-\frac{1}{p-1}\right)
$$

which is precisely (1).
Fourth proof. This time we use some concepts from probahility theory. Let $G$ be an arbitrary graph on the vertex set $V=\left\{v_{1}, \ldots, v_{n}\right\}$. Denote the degree of $v_{i}$ by $d_{i}$, and write $\omega(G)$ for the number of vertices in a largest clique, called the clique number of $G$.

Claim. We have $\omega\left(C^{\prime}\right) \geq \sum_{i-1}^{n} \frac{1}{n-d_{i}}$.
We choose a random permutation $\pi=v_{1} v_{2} \ldots v_{n}$ of the vertex set $V$, where each permutation is supposed to appear with the same probability $\frac{1}{n!}$, and then consider the following set $C_{\pi}$. We put $v_{i}$ into $C_{\pi}$ if and only if $v_{i}$ is adjacent to all $v_{j}(j<i)$ preceding $v_{i}$. By definition, $C_{\pi}$ is a clique in $G$. Let $X=\left|C_{\pi}\right|$ be the corresponding random variable. We have $X=\sum_{i=1}^{n} X_{i}$, where $X_{i}$ is the indicator random variable of the vertex $v_{i}$, that is, $X_{i}=1$ or $X_{i}=0$ depending on whether $v_{i} \in C_{\pi}$ or $v_{i} \notin C_{\pi}$. Note that $v_{i}^{\prime}$ belongs to $C_{\pi}$ with respect to the permutation $v_{1} v_{2} \ldots v_{n}$ if and only if $v_{i}$ appears before all $n-1-d_{i}$ vertices which are not adjacent to $v_{i}$, or in other words, if $v_{i}$ is the first among $v_{i}$ and its $n-1-d_{i}$ non-neighbors. The probability that this happens is $\frac{1}{n-d_{i}}$, hence $E X_{i}=\frac{1}{n d_{i}}$.

"Moving weights"

Thus by linearity of expectation (see page 84) we ohtain

$$
E\left(C_{\pi} \mid\right)=E X=\sum_{i=1}^{n} E X_{i}=\sum_{i=1}^{n} \frac{1}{n-d_{i}}
$$

Consequently, there must be a clique of at least that size, and this was our claim. To deduce Turán's theorem from the claim we use the CauchySchwarz inequality from Chapter 17,

$$
\left(\sum_{i-1}^{n} a_{i} b_{i}\right)^{2} \leq\left(\sum_{i=1}^{n} a_{i}^{2}\right)\left(\sum_{n=1}^{n} b_{i}^{2}\right)
$$

Set $a_{i}=\sqrt{n-d_{i}}, b_{i}=\frac{1}{\sqrt{n-d_{i}}}$, then $a_{i} b_{i}=1$, and so

$$
\begin{equation*}
n^{2} \leq\left(\sum_{i \cdots 1}^{n}\left(n-d_{i}\right)\right)\left(\sum_{i=1}^{n} \frac{1}{n-d_{i}}\right) \leq \omega(G) \sum_{i=1}^{n}\left(n-d_{i}\right) \tag{2}
\end{equation*}
$$

At this point we apply the hypothesis $\omega(G) \leq p-1$ of Turán's theorem, Using also $\sum_{i=1}^{n} d_{i}=2|E|$ from the chapter on double counting, inequality (2) leads to

$$
n^{2} \leq(p-1)\left(n^{2}-2|E|\right)
$$

and this is equivalent to Turán's inequality.
Now we are ready for the last proof, which may be the most beautiful of them all. Its origin is not clear; we got it from Stephan Brandt, who heard it in Oberwolfach. It may be "folklore" graph theory. It yields in one stroke that the Turán graph is in fact the unique example with a maximal numher of edges. It may be noted that both proofs 1 and 2 also imply this stronger result.

- Fifth proof. Let $G$ be a graph on $n$ vertices without a $p$-clique and with a maximal number of edges.

Claim. $G$ does not contain three vertices $u, v$, wuch that vw $\in E$, but $u v \notin E$, $u w \notin E$.

Suppose otherwise, and consider the following cases.
Case 1: $d(u)<d(v)$ or $d(u)<d(w)$.
We may suppose that $d(u)<d(v)$. Then we duplicate $v$, that is, we create a new vertex $v^{\prime}$ which has exactly the same neighbors as $v$ (but $v v^{\prime}$ is not an edge), delete $u$, and keep the rest unchanged.
The new graph $G^{\prime}$ has again no $p$-clique, and for the number of edges we find

$$
\left|E\left(G^{\prime}\right)\right|=|E(G)|+d(v)-d(u)>|E(G)|
$$

a contradiction.

Case 2: $d(u) \geq d(v)$ and $d(u) \geq d(w)$.
Duplicate $u$ twice and delete $v$ and $w$ (as illustrated in the margin). Again, the new graph $G^{\prime}$ has no $p$-clique, and we compute (the -1 results from the edge $v w$ ):

$$
\left|E\left(G^{\prime}\right)\right|=|E(G)|+2 d(u)-(d(v)+d(w)-1)>|E(G)|
$$

So we have a contradiction once more.
A moment's thought shows that the claim we have proved is equivalent to the statement that

$$
u \sim v: \Longleftrightarrow u v \notin E(G)
$$

defines an equivalence relation. Thus $G$ is a complete multipartite graph, $G=K_{r_{1}, \ldots, r_{p-1}}$, and we are finished.
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"Larger weights to move"

## Communicating without errors

## Chapter 33

In 1956, Claude Shannon, the founder of information theory, posed the following very interesting question:

> Suppose we want to transmit messages across a channel (where some symbols may be distorted) to a receiver. What is the maximum rate of transmission such that the receiver may recover the original message without errors?

Let us see what Shannon meant by "channel" and "rate of transmission." We are given a set $V$ of symbols, and a message is just a string of symbols from $V$. We model the channel as a graph $G=(V, E)$, where $V$ is the set of symbols, and $E$ the set of edges between unreliable pairs of symbols, that is, symbols which may be confused during transmission. For example, communicating over a phone in everyday language, we connnect the symbols $B$ and $P$ by an edge since the receiver may not be able to distinguish them. Let us call $G$ the confusion graph.
The 5 -cycle $C_{5}$ will play a prominent role in our discussion. In this example, 1 and 2 may be confused, but not 1 and 3, etc. Ideally we would like to use all 5 symbols for transmission, but since we want to communicate error-free we can - if we only send single symbols - use only one letter from each pair that might be confused. Thus for the 5 -cycle we can use only two different letters (any two that are not connected by an edge). In the language of information theory, this means that for the 5 -cycle we achieve an information rate of $\log _{2} 2=1$ (instead of the maximal $\log _{2} 5 \approx 2.32$ ). It is clear that in this model, for an arbitrary graph $G=(V, E)$, the best we can do is to transmit symbols from a largest independent set. Thus the information rate, when sending single symbols, is $\log _{2} \alpha(G)$, where $\alpha(G)$ is the independence number of $G$.
Let us see whether we can increase the information rate by using larger strings in place of single symbols. Suppose we want to transmit strings of length 2 . The strings $u_{1} u_{2}$ and $v_{1} v_{2}$ can only be confused if one of the following three cases holds:

- $u_{1}=v_{1}$ and $u_{2}$ can be confused with $v_{2}$,
- $u_{2}=v_{2}$ and $u_{1}$ can be confused with $v_{1}$, or
- $u_{1} \neq v_{1}$ can be confused and $u_{2} \neq v_{2}$ can be confused.

In graph-theoretic terms this amounts to considering the product $G_{1} \times G_{2}$ of two graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right) . G_{1} \times G_{2}$ has the vertex


Claude Shannon

set $V_{1} \times V_{2}=\left\{\left(u_{1}, u_{2}\right): u_{1} \in V_{1}, u_{2} \in V_{2}\right\}$, with $\left(u_{1}, u_{2}\right) \neq\left(v_{1}, v_{2}\right)$ connected by an edge if and only if $u_{i}=v_{i}$ or $u_{i} v_{i} \in E$ for $i=1,2$. The confusion graph for strings of length 2 is thus $G^{2}-G \times G$, the product of the confusion graph $G$ for single symbols with itself. The information rate of strings of length 2 per symbol is then given by

$$
\frac{\log _{2} \alpha\left(G^{2}\right)}{2}=\log _{2} \sqrt{\alpha\left(G^{2}\right)}
$$

Now, of course, we may use strings of any length $n$. The $n$-th confusion graph $G^{n}=G \times G \times \ldots \times G$ has vertex set $V^{n}=\left\{\left(u_{1}, \ldots, u_{n}\right): u_{i} \in V\right\}$ with $\left(u_{1}, \ldots u_{n}\right) \neq\left(v_{1}, \ldots v_{n}\right)$ being connected by an edge if $u_{i}=v_{i}$ or $u_{i} v_{i} \in E$ for all $i$. The rate of information per symbol determined by strings of length $n$ is

$$
\frac{\log _{2} \alpha\left(G^{n}\right)}{n}=\log _{2} \sqrt[n]{c x\left(G^{n}\right)}
$$

What can we say about $\alpha\left(G^{n}\right)$ ? Here is a first observation. Let $U \subseteq V$ be a largest independent set in $G,|U|=\alpha$. The $\alpha^{n}$ vertices in $G^{n}$ of the form ( $u_{1}, \ldots, u_{n}$ ), $u_{i} \in U$ for all $i$, clearly form an independent set in $G^{n}$. Hence

$$
\alpha\left(G^{n}\right) \geq \alpha(G)^{n}
$$

and therefore

$$
\sqrt[n]{\alpha\left(G^{n}\right)} \geq \alpha(G)
$$

meaning that we never decrease the information rate by using longer strings instead of single symbols. This, by the way, is a basic idea of coding theory: By encoding symbols into longer strings we can make error-free communication more efficient.
Disregarding the logarithm we thus arrive at Shannon's fundamental definition: The zero-error capacity of a graph $G$ is given by

$$
\Theta(G):=\sup _{n \geq 1} \sqrt[n]{c x\left(G^{n}\right)}
$$

and Shannon's problem was to compute $\Theta(G)$, and in particular $\Theta\left(C_{5}\right)$.
Let us look at $C_{5}$. So far we know $\alpha\left(C_{5}\right)=2 \leq \Theta\left(C_{5}\right)$. Looking at the 5 -cycle as depicted earlier, or at the product $C_{5} \times C_{5}$ as drawn on the left, we see that the set $\{(1,1),(2,3),(3,5),(1,2),(5,1)\}$ is independent in $C_{5}^{2}$. Thus we have $\alpha\left(C_{5}^{2}\right) \geq 5$. Since an independent set can contain only two vertices from any two consecutive rows we see that $\alpha\left(C_{5}^{2}\right)=5$. Hence, by using strings of length 2 we have increased the lower bound for the capacity to $\Theta\left(C_{5}\right) \geq \sqrt{5}$.

So far we have no upper bounds for the capacity. To obtain such bounds we again follow Shannon's original ideas. First we need the dual definition of an independent set. We recall that a subset $C \subseteq V$ is a clique if any two vertices of $C$ are joined by an edge. Thus the vertices form trivial
cliques of size 1 , the edges are the cliques of size 2 , the triangles are cliques of size 3 , and so on. Let $\mathcal{C}$ be the set of cliques in $G$. Consider an arbitrary probability distribution $x=\left(x_{v}: v \in V\right)$ on the set of vertices, that is, $x_{v} \geq 0$ and $\sum_{v \in V} x_{v}=1$. To every distrihution $x$ we associate the "maximal value of a clique"

$$
\lambda(x)=\max _{C \in \mathcal{C}} \sum_{v \in C^{\prime}} x_{v}
$$

and finally we set

$$
\lambda(G)=\min _{x} \lambda(\boldsymbol{x})=\min _{\boldsymbol{x}} \max _{C \in \mathcal{C}} \sum_{v \in C} x_{v}
$$

To be precise we should use inf instead of min, but the minimum exists because $\lambda(\boldsymbol{x})$ is continuous on the compact set of all distributions.
Consider now an independent set $U \subseteq V$ of maximal size $\alpha(G)=\alpha$. Associated to $U$ we define the distribution $x_{U}=\left(x_{v}: v \in V\right)$ by setting $x_{v}=\frac{1}{\alpha}$ if $v \in U$ and $x_{v}=0$ otherwise. Since any clique contains at most one vertex from $U$, we infer $\lambda\left(x_{U}\right)=\frac{1}{\alpha}$, and thus by the definition of $\lambda(G)$

$$
\lambda(G) \leq \frac{1}{\alpha(G)} \quad \text { or } \quad \alpha(G) \leq \lambda(G)^{-1}
$$

What Shannon observed is that $\lambda(G)^{-1}$ is, in fact, an upper bound for all $\sqrt[n]{\alpha\left(G^{n}\right)}$, and hence also for $\Theta(G)$. In order to prove this it suffices to show that for graphs $G, H$

$$
\begin{equation*}
\lambda(G \times H)=\lambda(G) \lambda(H) \tag{1}
\end{equation*}
$$

holds, since this will imply $\lambda\left(G^{n}\right)=\lambda(G)^{n}$ and hence

$$
\begin{aligned}
\alpha\left(G^{n}\right) & \leq \lambda\left(G^{n}\right)^{1}=\lambda(G)^{-n} \\
\sqrt[n]{\alpha\left(G^{n}\right)} & \leq \lambda(G)^{-1}
\end{aligned}
$$

To prove (1) we make use of the duality theorem of linear programming (see |1 1) and get

$$
\begin{equation*}
\lambda(G)=\min _{x} \max _{C \in C} \sum_{v \in C} x_{v}=\max _{y} \min _{v \in V} \sum_{C \ni v} y_{C}, \tag{2}
\end{equation*}
$$

where the right-hand side runs through all probahility distributions $\boldsymbol{y}=$ ( $y_{C}: C \in \mathcal{C}$ ) on $\mathcal{C}$.
Consider $G \times H$, and let $x$ and $x^{\prime}$ be distributions which achieve the minima, $\lambda(\boldsymbol{x})=\lambda(G), \lambda\left(\boldsymbol{x}^{\prime}\right)=\lambda(H)$. In the vertex set of $G \times H$ we assign the value $z_{(u, v)}=x_{u} x_{v}^{\prime}$ to the vertex $(u, v)$. Since $\sum_{(u, v)} z_{(u, v)}=$ $\sum_{u} x_{u} \sum_{v} x_{v}^{\prime}=1$, we obtain a distribution. Next we observe that the maximal cliques in $G \times I I$ are of the form $C \times D=\{(u, v): u \in C, v \in D\}$ where $C$ and $D$ are cliques in $G$ and $H$, respectively. Hence we obtain

$$
\begin{aligned}
\lambda(G \times H) \leq \lambda(\boldsymbol{z}) & =\max _{C \times D} \sum_{(u, v) \in C \times D} z_{(u, v)} \\
& =\max _{C \times D} \sum_{u \in C} x_{u} \sum_{v \in D} x_{v}^{\prime}=\lambda(G) \lambda(H)
\end{aligned}
$$

by the definition of $\lambda(G \times H)$. In the same way the converse inequality $\lambda(G \times H) \geq \lambda(G) \lambda(H)$ is shown by using the dual expression for $\lambda(G)$ in (2). In summary we can state:

$$
\Theta(G) \leq \lambda(G)^{-1}
$$

for any graph $G$.
Let us apply our findings to the 5-cycle and, more generally, to the $m$-cycle $C_{m}$. By using the uniform distribution $\left(\frac{1}{m}, \ldots, \frac{1}{m}\right)$ on the vertices, we obtain $\lambda\left(C_{m}\right) \leq \frac{2}{m}$, since any clique contains at most two vertices. Similarly, choosing $\frac{1}{m}$ for the edges and 0 for the vertices, we have $\lambda\left(C_{m}\right) \geq \frac{2}{m}$ by the dual expression in (2). We conclude that $\lambda\left(C_{m}\right)=\frac{2}{m}$ and therefore

$$
\Theta\left(C_{m}\right) \leq \frac{m}{2}
$$

for all $m$. Now, if $m$ is even, then clearly $\alpha\left(C_{m}\right)=\frac{m}{2}$ and thus also $\Theta\left(C_{m}\right)=\frac{m}{2}$. For odd $m$, however, we have $\alpha\left(C_{m}\right)=\frac{m^{2}-1}{2}$. For $m=3$, $C_{3}$ is a clique, and so is every product $C_{3}^{n}$, implying $\alpha\left(C_{3}\right)=\Theta\left(C_{3}\right)=1$. So, the first interesting case is the 5 -cycle, where we know up to now

$$
\begin{equation*}
\sqrt{5} \leq \Theta\left(C_{5}\right) \leq \frac{5}{2} \tag{3}
\end{equation*}
$$

Using his linear programming approach (and some other ideas) Shannon was able to compute the capacity of many graphs and, in particular, of all graphs with five or fewer vertices - with the single exception of $C_{5}$, where he could not go beyond the bounds in (3). This is where things stood for more than 20 years until László Lovász showed by an astonishingly simple argument that indeed $\Theta\left(C_{5}\right)=\sqrt{5}$. A seemingly very difficult combinatorial problem was provided with an unexpected and elegant solution.
Lovász' main new idea was to represent the vertices $v$ of the graph by real vectors of length 1 such that any two vectors which belong to nonadjacent vertices in $G$ are orthogonal. Let us call such a set of vectors an orthonormal representation of $G$. Clearly, such a representation always exists: just take the unit vectors $(1,0, \ldots, 0)^{T},(0,1,0, \ldots, 0)^{T}, \ldots$, $(0,0, \ldots, 1)^{T}$ of dimension $m=|V|$.

For the graph $C_{5}$ we may obtain an orthonormal representation in $\mathbb{R}^{3}$ by considering an "umbrella" with five ribs $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{5}$ of unit length. Now open the umbrella (with tip at the origin) to the point where the angles between alternate ribs are $90^{\circ}$.
Lovász then went on to show that the height $h$ of the umbrella, that is, the distance between 0 and $S$, provides the bound

$$
\begin{equation*}
\Theta\left(C_{5}\right) \leq \frac{1}{h^{2}} \tag{4}
\end{equation*}
$$

A simple calculation yields $h^{2}=\frac{1}{\sqrt{5}}$; sce the box on the next page. From this $\Theta\left(C_{5}\right) \leq \sqrt{5}$ follows, and therefore $\Theta\left(C_{5}\right)=\sqrt{5}$.

Let us see how Lovász proceeded to prove the inequality (4). (His results were, in fact, much more gencral.) Consider the usual inner product

$$
\langle\boldsymbol{x}, \boldsymbol{y}\rangle=x_{1} y_{1}+\ldots+x_{s} y_{s}
$$

of two vectors $\boldsymbol{x}=\left(x_{1}, \ldots, x_{s}\right), \boldsymbol{y}=\left(y_{1}, \ldots, y_{s}\right)$ in $\mathbb{R}^{s}$. Then $|\boldsymbol{x}|^{2}=$ $\langle\boldsymbol{x}, \boldsymbol{x}\rangle=x_{1}^{2}+\ldots+x_{s}^{2}$ is the square of the length $|\boldsymbol{x}|$ of $\boldsymbol{x}$, and the angle $\gamma$ hetween $x$ and $y$ is given by

$$
\cos \gamma=\frac{\langle x, y\rangle}{|x||y|}
$$

Thus $\langle\boldsymbol{x}, \boldsymbol{y}\rangle=0$ if and only if $\boldsymbol{x}$ and $\boldsymbol{y}$ are orthogonal.

## Pentagons and the golden section

Tradition has it that a rectangle was considered aesthetically pleasing if, after cutting off a square of length $a$, the remaining rectangle had the same shape as the original one. The side lengths $a, b$ of such a rectangle must satisfy $\frac{b}{a}=\frac{a}{b-a}$. Setting $\tau:=\frac{b}{a}$ for the ratio, we obtain $\tau=\frac{1}{\tau-1}$ or $\tau^{2}-\tau-1=0$. Solving the quadratic equation yields the golden section $\tau=\frac{1+\sqrt{5}}{2} \approx 1.6180$.
Consider now a regular pentagon of side length $a$, and let $d$ be the length of its diagonals. It was already known to Euclid (Book XIII,8) that $\frac{d}{a}=\tau$, and that the intersection point of two diagonals divides the diagonals in the golden section.
Here is Euclid's Book Proof. Since the total angle sum of the pentagon is $3 \pi$, the angle at any vertex equals $\frac{3 \pi}{5}$. It follows that $\varangle A B E=\frac{\pi}{5}$, since $A B E$ is an isosceles triangle. This, in turn, implies $\varangle A M B=\frac{3 \pi}{5}$, and we conclude that the triangles $A B C$ and $A M B$ are similar. The quadrilateral $C M E D$ is a rhomhus since opposing sides are parallel (look at the angles), and so $|M C|=a$ and thus $|A M|=d-a$. By the similarity of $A B C$ and $A M B$ we conclude

$$
\frac{d}{a}=\frac{|A C|}{|A B|}=\frac{|A B|}{|A M|}=\frac{a}{d-a}=\frac{|M C|}{|M A|}=\tau
$$

There is more to come. For the distance $s$ of a vertex to the center of the pentagon $S$, the reader is invited to prove the relation $s^{2}=\frac{d^{2}}{\tau+2}$ (note that $B S$ cuts the diagonal $A C$ at a right angle and halves it).
To finish our excursion into geometry, consider now the umbrella with the regular pentagon on top. Since altemate ribs (of length 1 ) form a right angle, the theorem of Pythagoras gives us $d=\sqrt{2}$, and hence $s^{2}=\frac{2}{\tau+2}=\frac{4}{\sqrt{5}+5}$. So, with Pythagoras again, we find for the height $h=|O S|$ our promised result

$$
h^{2}=1-s^{2}=\frac{1+\sqrt{5}}{\sqrt{5}+5}=\frac{1}{\sqrt{5}}
$$

Now we head for an upper bound " $\Theta(G) \leq \sigma_{T}^{-1}$ " for the Shannon capacity of any graph $G$ that has an especially "nice" orthonormal representation. For this let $T=\left\{\boldsymbol{v}^{(1)} \ldots, \boldsymbol{v}^{(m)}\right\}$ be an orthonormal representation of $G$ in $\mathbb{R}^{s}$, where $v^{(i)}$ corresponds to the vertex $v_{i}$. We assume in addition that all the vectors $v^{(i)}$ have the same angle $\left(\neq 90^{\circ}\right)$ with the vector $\boldsymbol{u}:=\frac{1}{m}\left(\boldsymbol{v}^{(1)}+\ldots+\boldsymbol{v}^{(m)}\right)$, or equivalently that the inner product

$$
\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{u}\right\rangle=\sigma_{T}
$$

has the same value $\sigma_{T} \neq 0$ for all $i$. Let us call this value $\sigma_{T}$ the constant of the representation $T$. For the Lovász umbrella that represents $C_{5}$ the condition $\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{u}\right\rangle=\sigma_{T}$ certainly holds, for $\boldsymbol{u}=\overrightarrow{O S}$.
Now we proceed in the following three steps.
(A) Consider a probability distribution $x=\left(x_{1}, \ldots, x_{m}\right)$ on $V$ and set

$$
\mu(\boldsymbol{x}):=\left|x_{1} \boldsymbol{v}^{(1)}+\ldots+x_{m} \boldsymbol{v}^{(m)}\right|^{2}
$$

and

$$
\mu_{n_{1}}(G):=\inf _{\boldsymbol{x}} \mu(\boldsymbol{x})
$$

Let $U$ be a largest independent set in $G$ with $|U|=\alpha$, and define $\boldsymbol{x}_{U}=$ $\left(x_{1}, \ldots, x_{m}\right)$ with $x_{i}=\frac{1}{\alpha}$ if $v_{i} \in U$ and $x_{i}=0$ otherwise. Since all vectors $\boldsymbol{v}^{(i)}$ have unit length and $\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{v}^{(j)}\right\rangle=0$ for any two non-adjacent vertices, we infer

$$
\mu_{r_{\Gamma}}(G) \leq \mu\left(\boldsymbol{x}_{U}\right)=\left|\sum_{i=1}^{m} x_{i} \boldsymbol{v}^{(i)}\right|^{2}=\sum_{i=1}^{m} x_{i}^{2}=\alpha \frac{1}{\alpha^{2}}=\frac{1}{\alpha}
$$

Thus we have $\mu_{,}(G) \leq \alpha^{-1}$, and therefore

$$
\alpha(G) \leq \frac{1}{\mu_{T}(G)}
$$

(B) Next we compute $\mu_{T}(G)$. We need the Cauchy-Schwarz inequality

$$
\langle\boldsymbol{a}, \boldsymbol{b}\rangle^{2} \leq|a|^{2}|\boldsymbol{b}|^{2}
$$

for vectors $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{s}$. Applied to $\boldsymbol{a}=x_{1} \boldsymbol{v}^{(1)}+\ldots+x_{m} \boldsymbol{v}^{(m)}$ and $\boldsymbol{b}=\boldsymbol{u}$, the inequality yields

$$
\begin{equation*}
\left\langle x_{1} \boldsymbol{v}^{(1)}+\ldots+x_{m} \boldsymbol{v}^{(m)}, \boldsymbol{u}\right\rangle^{2} \leq \mu(\boldsymbol{x})|\boldsymbol{u}|^{2} \tag{5}
\end{equation*}
$$

By our assumption that $\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{u}\right\rangle=\sigma_{T}$ for all $i$, we have

$$
\left\langle x_{1} \boldsymbol{v}^{(1)}+\ldots+x_{m} \boldsymbol{v}^{(m)}, \boldsymbol{u}\right\rangle=\left(x_{1}+\ldots+x_{m}\right) \sigma_{T}=\sigma_{T}
$$

for any distribution $x$. Thus, in particular, this has to hold for the uniform distribution ( $\frac{1}{m}, \ldots, \frac{1}{m}$ ), which implies $|u|^{2}=\sigma_{T}$. Hence (5) reduces to

$$
\sigma_{T}^{2} \leq \mu(\boldsymbol{x}) \sigma_{T} \quad \text { or } \quad \mu_{T}(G) \geq \sigma_{T}
$$

On the other hand, for $x=\left(\frac{1}{m}, \ldots, \frac{1}{m}\right)$ we obtain

$$
\mu_{T}(G) \leq \mu(\boldsymbol{x})=\left|\frac{1}{m}\left(\boldsymbol{v}^{(1)}+\ldots+\boldsymbol{v}^{(m)}\right)\right|^{2}=|\boldsymbol{u}|^{2}=\sigma_{q}
$$

and so we have proved

$$
\begin{equation*}
\mu_{T}(G)=\sigma_{T} \tag{6}
\end{equation*}
$$

In summary, we have established the inequality

$$
\begin{equation*}
\alpha(G) \leq \frac{1}{\sigma_{T}} \tag{7}
\end{equation*}
$$

for any orthonormal respresentation $T$ with constant $\sigma_{T}$.
(C) To extend this inequality to $\Theta(G)$, we proceed as before. Consider again the product $G \times H$ of two graphs. Let $G$ and $H$ have orthonormal representations $R$ and $S$ in $\mathbb{R}^{r}$ and $\mathbb{R}^{s}$, respectively, with constants $\sigma_{R}$ and $\sigma_{S}$. Let $\boldsymbol{v}=\left(v_{1}, \ldots, v_{r}\right)$ be a vector in $R$ and $\boldsymbol{w}=\left(w_{1}, \ldots, w_{s}\right)$ be a vector in $S$. To the vertex in $G \times H$ corresponding to the pair $(\boldsymbol{v}, \boldsymbol{w})$ we associate the vector

$$
\boldsymbol{v} \boldsymbol{w}^{T}:=\left(v_{1} w_{1}, \ldots, v_{1} w_{s}, v_{2} w_{1}, \ldots, v_{2} w_{s}, \ldots, v_{r} w_{1}, \ldots, v_{r} w_{s}\right) \in \mathbb{R}^{r s}
$$

It is immediately checked that $R \times S:=\left\{v \boldsymbol{w}^{T}: v \in R, \boldsymbol{w} \in S\right\}$ is an orthonormal representation of $G \times H$ with constant $\sigma_{R} \sigma_{S}$. Hence by (6) we obtain

$$
\mu_{R \times S}(G \times H)=\mu_{R}(G) \mu_{S}(H)
$$

For $G^{n}=G \times \ldots \times G$ and the representation $T$ with constant $\sigma_{T}$ this means

$$
\mu_{T^{n}}\left(G^{n}\right)=\mu_{T}(G)^{n}=\sigma_{T}^{n}
$$

and by (7) we obtain

$$
\alpha\left(G^{n}\right) \leq \sigma_{T}^{-n}, \quad \sqrt[n]{\alpha\left(G^{n}\right)} \leq \sigma_{T}^{-1}
$$

Taking all things together we have thus completed Lovász' argument:

Theorem. Whenever $T=\left\{\boldsymbol{v}^{(1)}, \ldots, v^{(m)}\right\}$ is an orthonormal representation of $G$ with constant $\sigma_{T}$, then

$$
\begin{equation*}
\Theta(G) \leq \frac{1}{\sigma_{T}} \tag{8}
\end{equation*}
$$

Looking at the Lovász umbrella, we have $\boldsymbol{u}=\left(0,0, h=\frac{1}{\sqrt[4]{5}}\right)^{T}$ and hence $\sigma=\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{u}\right\rangle=h^{2}=\frac{1}{\sqrt{5}}$, which yields $\Theta\left(C_{5}\right) \leq \sqrt{5}$. Thus Shannon's problem is solved.

"Umbrellas with five ribs"
$A=\left(\begin{array}{lllll}0 & 1 & 0 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0\end{array}\right)$
The adjacency matrix for the 5 -cycle $C_{5}$

Let us carry our discussion a little further. We see from (8) that the larger $\sigma_{T}$ is for a representation of $G$, the better a bound for $\Theta(G)$ we will get. Here is a method that gives us an orthonormal representation for any graph $G$. To $G=(V, E)$ we associate the adjacency matrix $A \because\left(a_{i j}\right)$, which is defined as follows: Let $V=\left\{v_{1}, \ldots, v_{m}\right\}$, then we set

$$
a_{i j}:= \begin{cases}1 & \text { if } v_{i} v_{j} \in E \\ 0 & \text { otherwise }\end{cases}
$$

$A$ is a real symmetric matrix with 0 's in the main diagonal.
Now we need two facts from linear algebra. First, as a symmetric matrix, $A$ has $m$ real cigenvalucs $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{m}$ (some of which may be equal), and the sum of the eigenvalues equals the sum of the diagonal entries of $A$, that is, 0 . Hence the smallest eigenvalue must be negative (except in the trivial case when $G$ has no edges). Let $p=\left|\lambda_{m}\right|=-\lambda_{m}$ be the absolute value of the smallest eigenvalue, and consider the matrix

$$
M:=I+\frac{1}{p} A
$$

where $I$ denotes the ( $m \times m$ ) -identity matrix. This $M$ has the eigenvalues $1+\frac{\lambda_{1}}{p} \geq 1+\frac{\lambda_{2}}{p} \geq \ldots \geq 1+\frac{\lambda_{m}}{p}=0$. Now we quote the second result (the principal axis theorem of linear algebra): If $M=\left(m_{i j}\right)$ is a real symmetric matrix with all eigenvalues $\geq 0$, then there are vectors $\boldsymbol{v}^{(1)}, \ldots, v^{(m)} \in \mathbb{R}^{s}$ for $s=\operatorname{rank}(M)$, such that

$$
m_{i j}=\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{v}^{(j)}\right\rangle \quad(1 \leq i, j \leq m)
$$

In particular, for $M-I+\frac{1}{p} A$ we obtain

$$
\left\langle v^{(i)}, v^{(i)}\right\rangle=m_{i i}=1 \quad \text { for all } i
$$

and

$$
\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{v}^{(j)}\right\rangle=\frac{1}{p} a_{i j} \quad \text { for } i \neq j
$$

Since $a_{i j}=0$ whenever $v_{i} v_{j} \notin E$, we see that the vectors $\boldsymbol{v}^{(1)}, \ldots, v^{(m)}$ form indeed an orthonormal representation of $G$.

Let us, finally, apply this construction to the $m$-cycles $C_{m}$ for odd $m>5$. Here one easily computes $p=\left|\lambda_{\min }\right|=2 \cos \frac{\pi}{m}$ (see the box). Every row of the adjacency matrix contains two 1 's, implying that every row of the matrix $M$ sums to $1+\frac{2}{p}$. For the representation $\left\{\boldsymbol{v}^{(1)}, \ldots, \boldsymbol{v}^{(m)}\right\}$ this means

$$
\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{v}^{(1)}+\ldots+\boldsymbol{v}^{(m)}\right\rangle=1+\frac{2}{p}=1+\frac{1}{\cos \frac{\pi}{m}}
$$

and hence

$$
\left\langle\boldsymbol{v}^{(i)}, \boldsymbol{u}\right\rangle=\frac{1}{m}\left(1+\left(\cos \frac{\pi}{m}\right)^{-1}\right)=\sigma
$$

for all $i$. We can therefore apply our main result (8) and conclude

$$
\begin{equation*}
\Theta\left(C_{m}\right) \leq \frac{m}{1+\left(\cos \frac{\pi}{m}\right)^{-1}} \quad(\text { for } m \geq 5 \mathrm{odd}) \tag{9}
\end{equation*}
$$

Notice that because of $\cos \frac{\pi}{m}<1$ the bound (9) is better than the bound $\Theta\left(C_{m}\right) \leq \frac{m}{2}$ we found before. Note further $\cos \frac{\pi}{5}=\frac{\tau}{2}$, where $\tau=\frac{\sqrt{5}+1}{2}$ is the golden section. Hence for $m=5$ we again obtain

$$
\Theta\left(C_{5}\right) \leq \frac{5}{1+\frac{4}{\sqrt{5}+1}}=\frac{5(\sqrt{5}+1)}{5+\sqrt{5}}=\sqrt{5}
$$

The orthonormal representation given by this construction is, of course, precisely the "Lovász umbrella."
And what about $C_{7}, C_{9}$, and the other odd cycles? By considering $\alpha\left(C_{m}^{2}\right)$, $\alpha\left(C_{m}^{3}\right)$ and other small powers the lower bound $\frac{m-1}{2} \leq \Theta\left(C_{m}\right)$ can certainly be increased, but for no odd $m \geq 7$ do the best known lower bounds agree with the upper hound given in (8). So, twenty years after Lovásc' marvelous proof of $\Theta\left(C_{5}\right)=\sqrt{5}$, these problems remain open and are considered very difficult - but after all we had this situation before.

## The eigenvalues of $C_{m}$

Look at the adjacency matrix $A$ of the cycle $C_{m}$. To find the eigenvalues (and eigenvectors) we use the $m$-th roots of unity. These are given by $1, \zeta, \zeta^{2}, \ldots, \zeta^{m-1}$ for $\zeta=e^{\frac{2 \pi i}{m}}$ - see the box on page 25 . Let $\lambda=\zeta^{k}$ be any of these roots, then we claim that $\left(1, \lambda, \lambda^{2}, \ldots, \lambda^{m-1}\right)^{T}$ is an eigenvector of $A$ to the eigenvalue $\lambda+$ $\lambda^{-1}$. In fact, by the set-up of $A$ we find

$$
A\left(\begin{array}{l}
1 \\
\lambda \\
\lambda^{2} \\
\vdots \\
\lambda^{m-1}
\end{array}\right)=\left(\begin{array}{lll}
\lambda & + & \lambda^{m-1} \\
\lambda^{2} & + & 1 \\
\lambda^{3} & + & \lambda \\
& \vdots & \\
1 & + & \lambda^{m-2}
\end{array}\right)=\left(\lambda+\lambda^{-1}\right)\left(\begin{array}{l}
1 \\
\lambda \\
\lambda^{2} \\
\vdots \\
\lambda^{m-1}
\end{array}\right)
$$

Since the vectors $\left(1, \lambda, \ldots, \lambda^{m-1}\right)$ arc independent (they form a socalled Vandermonde matrix) we conclude that for odd $m$

$$
\begin{aligned}
\zeta^{k}+\zeta^{-k}= & {[(\cos (2 k \pi / m)+i \sin (2 k \pi / m)]} \\
& +[\cos (2 k \pi / m)-i \sin (2 k \pi / m)] \\
= & 2 \cos (2 k \pi / m) \quad\left(0 \leq k \leq \frac{m-1}{2}\right)
\end{aligned}
$$

are all the eigenvalues of $A$. Now the cosine is a decreasing function, and so

$$
2 \cos \left(\frac{(m-1) \pi}{m}\right)=-2 \cos \frac{\pi}{m}
$$

is the smallest eigenvalue of $A$.

For example, for $m=7$ all we know is

$$
\sqrt[5]{343} \leq \Theta\left(C_{7}\right) \leq \frac{7}{1+\left(\cos \frac{\pi}{7}\right)^{-1}}
$$

which is $3.2141 \leq \Theta\left(C_{7}\right) \leq 3.3177$.
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## Of friends and politicians

It is not known who first raised the following problem or who gave it its human touch. Here it is:

Suppose in a group of people we have the situation that any pair of persons have precisely one common friend. Then there is always a person (the "politician") who is everybody's friend.

In the mathematical jargon this is called the friendship theorem.
Before tackling the proof let us rephrase the problem in graph-theoretic terms. We interpret the people as the set of vertices $V$ and join two vertices by an edge if the corresponding people are friends. We tacitly assume that friendship is always two-ways, that is, if $u$ is a friend of $v$, then $v$ is also a friend of $u$, and further that nobody is his or her own friend. Thus the theorem takes on the following form:

Theorem. Suppose that $G$ is a finite graph in which any two vertices have precisely one common neighbor. Then there is a vertex which is adjacent to all other vertices.

Note that there are finite graphs with this property; see the figure, where $u$ is the politician. However, these "windmill graphs" also turn out to be the only graphs with the desired property. Indeed, it is not hard to verify that in the presence of a politician only the windmill graphs are possible.
Surprisingly, the friendship theorem does not hold for infinite graphs! Indeed, for an inductive construction of a counterexample one may start for example with a 5 -cycle, and repeatedly add common neighbors for all pairs of vertices in the graph that don't have one, yet. This leads to a (countably) infinite friendship graph without a politician.
Several proofs of the friendship theorem exist, but the first proof, given by Paul Erdős, Alfred Rényi and Vera Sós, is still the most accomplished.

Proof. Suppose the assertion is false, and $G$ is a counterexample, that is, no vertex of $G$ is adjacent to all other vertices. To derive a contradiction we proceed in two steps. The first part is combinatorics, and the second part is linear algebra.
(1) We claim that $G$ is a regular graph, that is, $d(u)=d(v)$ for any $u: v \in V$. Note first that the condition of the theorem implies that there are no cycles of length 4 in $G$. Let us call this the $C_{1}$-condition.

"A politician's smile"


A windmill graph



We first prove that any two non-adjacent vertices $u$ and $v$ have equal degree $d(u)=d(v)$. Suppose $d(u)=k$, where $w_{1}, \ldots, w_{k}$ are the neighbors of $u$. Exactly one of the $w_{i}$, say $w_{2}$, is adjacent to $v$, and $w_{2}$ adjacent to exactly one of the other $w_{i}$ 's, say $w_{1}$, so that we have the situation of the figure to the left. The vertex $v$ has with $w_{1}$ the common neighbor $w_{2}$, and with $w_{i}$ $(i \geq 2)$ a common neighbor $z_{i}(i \geq 2)$. By the $C_{4}$-condition, all these $z_{i}$ must be distinct. We conclude $d(v) \geq k=d(u)$, and thus $d(u)=d(v)=k$ by symmetry.
To finish the proof of (1), observe that any vertex different from $w_{2}$ is not adjacent to either $u$ or $v$, and hence has degree $k$, by what we already proved. But since $w_{2}$ also has a non-neighbor, it has degree $k$ as well, and thus $G$ is $k$-regular.

Summing over the degrees of the $k$ neighbors of $u$ we get $k^{2}$. Since every vertex (except $u$ ) has exactly one common neighbor with $u$, we have counted every vertex once, except for $u$, which was counted $k$ times. So the total number of vertices of $G$ is

$$
\begin{equation*}
n=k^{2}-k+1 \tag{1}
\end{equation*}
$$

(2) The rest of the proof is a beautiful application of some standard results of linear algebra. Note first that $k$ must be greater than 2 , since for $k \leq 2$ only $G=K_{1}$ and $G=K_{3}$ are possible by (1), both of which are trivial windmill graphs. Consider the adjacency matrix $A=\left(a_{i j}\right)$, as defined on page 220. By part (1), any row has exactly $k 1$ 's, and by the condition of the theorem, for any two rows there is exactly one column where they both have a 1 . Note further that the main diagonal consists of 0 's. Hence we have

$$
A^{2}=\left(\begin{array}{cccc}
k & 1 & \ldots & 1 \\
1 & k & & 1 \\
\vdots & & \ddots & \vdots \\
1 & \ldots & 1 & k
\end{array}\right)=(k-1) I+J
$$

where $I$ is the identity matrix, and $J$ the matrix of all 1 's. It is immediately checked that $J$ has the eigenvalues $n$ (of multiplicity 1 ) and 0 (of multiplicity $n-1$ ). It follows that $A^{2}$ has the eigenvalues $k-1+n=k^{2}$ (of multiplicity 1 ) and $k-1$ (of multiplicity $n-1$ ).
Since $A$ is symmetric and hence diagonalizable, we conclude that $A$ has the eigenvalues $k$ (of multiplicity 1 ) and $\pm \sqrt{k-1}$. Suppose $r$ of the eigenvalues are equal to $\sqrt{k-1}$ and $s$ of them are equal to $-\sqrt{k-1}$, with $r+s=n-1$. Now we are almost home. Since the sum of the eigenvalues of $A$ equals the trace (which is 0 ), we find

$$
k+r \sqrt{k-1}-s \sqrt{k-1}=0
$$

and, in particular, $r \neq s$, and

$$
\sqrt{k-1}=\frac{k}{s-r}
$$

Now if the square root $\sqrt{m}$ of a natural number $m$ is rational, then it is an integer! An elegant proof for this was presented by Dedekind in 1858: Let $n_{0}$ be the smallest natural number with $n_{0} \sqrt{m} \in \mathbb{N}$. If $\sqrt{m} \notin \mathbb{N}$, then there exists $\ell \in \mathbb{N}$ with $0<\sqrt{m}-\ell<1$. Setting $n_{1}:=n_{0}(\sqrt{m}-\ell)$, we find $n_{1} \in \mathbb{N}$ and $n_{1} \sqrt{m}=n_{0}(\sqrt{m} \cdots \ell) \sqrt{m}=n_{1} m-\ell\left(n_{11} \sqrt{m}\right) \in \mathbb{N}$. With $n_{1}<n_{0}$ this yields a contradiction to the choice of $n_{0}$.
Returning to our equation, let us set $h=\sqrt{k-1} \in \mathbb{N}$, then

$$
h(s-r)=k=h^{2}+1
$$

Since $h$ divides $h^{2}+1$ and $h^{2}$, we find that $h$ must be equal to 1 , and thus $k=2$, which we have already excluded. So we have arrived at a contradiction, and the proof is complete.

However, the story is not quite over. Let us rephrase our theorem in the following way: Suppose $G$ is a graph with the property that between any two vertices there is exactly one path of length 2 . Clearly, this is an equivalent formulation of the friendship condition. Our theorem then says that the only such graphs are the windmill graphs. But what if we consider paths of length more than 2? A conjecture of Anton Kotzig asserts that the analogous situation is impossihle.

Kotzig's Conjecture. Let $\ell>2$. Then there are no finite graphs with the property that between any two vertices there is precisely one path of length $\ell$.

Kotzig himself verified his conjecture for $\ell \leq 8$. In [3] his conjecture is proved up to $\ell=20$, and A. Kostochka has told us recently that it is now verified for all $\ell \leq 33$. A general proof, however, seems to be out of reach ...
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## Probability makes counting (sometimes) easy

Just as we started this book with the first papers of Paul Erdôs in number theory, we close it by discussing what will possibly be considered his most lasting legacy - the introduction, together with Alfred Rényi, of the probabilistic method. Stated in the simplest way it says:

If, in a given set of objects, the probability that an object does not have a certain property is less than 1 , then there must exist an object with this property.

Thus we have an existence result. It may be (and often is) very difficult to find this object, but we know that it exists. We present here three examples (of increasing sophistication) of this probabilistic method duc to Erdôs, and end with a particularly elegant recent application.
As a warm-up, consider a family $\mathcal{F}$ of subsets $A_{i}$, all of sizc $d \geq 2$, of a finite ground-set $X$. We say that $\mathcal{F}$ is 2 -colorable if there exists a coloring of $X$ with two colors such that in every set $A_{i}$ both colors appear. It is immediate that not every family can be colored in this way. As an example, take all subsets of size $d$ of a $(2 d-1)$-set $X$. Then no matter how we 2 -color $X$, there must be $d$ elements which are colored alike. On the other hand, it is equally clear that every subfamily of a 2-colorable family of $d$-sets is itself 2-colorable. Hence we are interested in the smallest number $m=m(d)$ for which a family with $m$ sets exists which is not 2-colorable. Phrased differently, $m(d)$ is the largest number which guarantees that every family with less than $m(d)$ sets is 2-colorable.
Theorem 1. Every family of at most $2^{i-1}$ d-sets is 2 -colorable, that is, $m(d)>2^{d-1}$.
Proof. Suppose $\mathcal{F}$ is a family of $d$-sets with at most $2^{d-1}$ sets. Color $X$ randomly with two colors, all colorings being equally likely. For cach set $A \in \mathcal{F}$ let $E_{A}$ be the event that all elements of $A$ are colored alike. Since there are precisely two such colorings, we have

$$
\operatorname{Prob}\left(E_{A}\right)=\left(\frac{1}{2}\right)^{d-1}
$$

and hence with $m=|\mathcal{F}| \leq 2^{d-1}$ (note that the events $E_{A}$ are not disjoint)

$$
\operatorname{Prob}\left(\bigcup_{A \in \mathcal{F}} E_{A}\right)<\sum_{A \in \mathcal{F}} \operatorname{Prob}\left(E_{A}\right)=m\left(\frac{1}{2}\right)^{d-1} \leq 1
$$

We conclude that there exists some 2-coloring of $X$ without a unicolored $d$-set from $\mathcal{F}$, and this is just our condition of 2 -colorability.


An upper bound for $m(d)$, roughly equal to $d^{2} 2^{d}$, was also established by Erdős, again using the prohabilistic method, this time taking random sets and a fixed coloring. As for exact values, only the first two $m(2)=3$, $m(3)=7$ are known. Of course, $m(2)=3$ is realized by the graph $K_{3}$, while the Fano configuration yields $m(3) \leq 7$. Here $\mathcal{F}$ consists of the seven 3 -sets of the figure (including the circle set $\{4,5,6\}$ ). The reader may find it fun to show that $\mathcal{F}$ needs 3 colors. To prove that all families of six 3 -sets are 2 -colorable, and hence $m(3)=7$, requires a little more care.

Our next example is the classic in the field - Ramsey numhers. Consider the complete graph $K_{N}$ on $N$ vertices. We say that $K_{N}$ has property ( $m, n$ ) if, no matter how we color the edges of $K_{N}$ red and blue, there is always a complete subgraph on $m$ vertices with all edges colored red or a completc subgraph on $n$ vertices with all edges colored blue. It is clear that if $K_{N}$ has property ( $m, n$ ), then so does every $K_{s}$ with $s \geq N$. So, as in the first example, we ask for the smallest number $N$ (if it exists) with this property - and this is the Ramsey number $R(m, n)$.

As a start, we certainly have $R(m, 2)=m$ because either all of the edges of $K_{m}$ are red or there is a hlue edge, resulting in a hlue $K_{2}$. By symmetry, we have $R(2, n)=n$. Now, suppose $R(m-1, n)$ and $R(m, n-1)$ exist. We then prove that $R(m, n)$ exists and that

$$
\begin{equation*}
R(m, n) \leq R(m-1, n)+R(m, n-1) \tag{1}
\end{equation*}
$$

Suppose $N=R(m-1, n)+R(m, n-1)$, and consider an arbitrary redblue coloring of $K_{N}$. For a vertex $v$, let $A$ be the set of vertices joined to $v$ by a red edge, and $B$ the vertices joined by a blue edge.
Since $|A|+|B|=N-1$, we find that either $|A| \geq R(m-1, n)$ or $|B| \geq R(m, n-1)$. Suppose $|A| \geq R(m-1, n)$, the other case being analogous. Then by the definition of $R(m-1, n)$, there either exists in $A$ a subset $A_{R}$ of size $m-1$ all of whose edges are colored red which together with $v$ yields a red $K_{m}$, or there is a subset $A_{B}$ of size $n$ with all edges colored blue. We infer that $K_{N}$ satisfies the ( $m, n$ )-property and Claim (1) follows.
Combining (1) with the starting values $R(m, 2)=m$ and $R(2, n)=n$, we obtain from the familiar recursion for binomial cocfficients

$$
R(m, n) \leq\binom{ m+n-2}{m-1}
$$

and, in particular

$$
\begin{equation*}
R(k, k) \leq\binom{ 2 k-2}{k-1}=\binom{2 k-3}{k-1}+\binom{2 k-3}{k-2} \leq 2^{2 k-3} \tag{2}
\end{equation*}
$$

Now what we are really interested in is a lower bound for $R(k, k)$. This amounts to proving for an as-large-as-possible $N<R(k, k)$ that there exists a coloring of the edges such that no red or blue $K_{k}$ results. And this is where the probabilistic method comes into play.

Theorem 2. For all $k \geq 2$, the following lower bound holds for the Ramsey numbers:

$$
R(k, k) \geq 2^{\frac{k}{2}}
$$

- Proof. We have $R(2,2)=2$. From (2) we know $R(3,3) \leq 6$, and the pentagon colored as in the figure shows $R(3,3)=6$.
Now let us assume $k \geq 4$. Suppose $N<2^{\frac{k}{2}}$, and consider all red-blue colorings, where we color each edge independently red or blue with proba-
 bility $\frac{1}{2}$. Thus all colorings are equally likely with probability $2^{-\binom{N}{2}}$. Let $A$ be a set of vertices of size $k$. The probability of the event $A_{R}$ that the edges in $A$ are all colored red is then $2^{-\binom{k}{2}}$. Hence it follows that the probability $p_{R}$ for some $k$-set to be colored all red is bounded by

$$
p_{R}=\operatorname{Prob}\left(\bigcup_{|A|=k} A_{R}\right) \leq \sum_{|A|=k} \operatorname{Prob}\left(A_{R}\right)=\binom{N}{k} 2^{-\binom{k}{2}}
$$

Now with $N<2^{\frac{k}{2}}$ and $k \geq 4$, using $\binom{N}{k} \leq \frac{N^{k}}{2^{k-1}}$ for $k \geq 2($ sec page 12$)$, we have

$$
\binom{N}{k} 2^{-\binom{k}{2}} \leq \frac{N^{k}}{2^{k-1}} 2^{-\binom{k}{2}}<2^{\frac{k^{2}}{2}-\binom{k}{2}-k+1}=2^{-\frac{k}{2}+1} \leq \frac{1}{2}
$$

Hence $p_{R}<\frac{1}{2}$, and by symmetry $p_{B}<\frac{1}{2}$ for the probability of some $k$ vertices with all edges between them colored hluc. We conclude that $p_{R}+p_{B}<1$ for $N<2^{\frac{k}{2}}$, so there must be a coloring with no red or bluc $K_{k}$, which means that $K_{N}$ does not have property $(k, k)$.

Of course, there is quite a gap between the lower and the upper bound for $R(k, k)$. Still, as simple as this Book Proof is, no lower bound with a better exponent has been found for general $k$ in the more than 50 years since Erdős' result. In fact, no one has been able to prove a lower bound of the form $R(k, k)>2^{\left(\frac{1}{2}+\varepsilon\right) k}$ nor an upper bound of the form $R(k, k)<2^{(2-\varepsilon) k}$ for a fixed $\varepsilon>0$.

Our third result is another beautiful illustration of the probabilistic method. Consider a graph $G$ on $n$ vertices and its chromatic number $\chi(G)$. If $\chi(G)$ is high, that is, if we need many colors, then we might suspect that $G$ contains a large complete subgraph. However, this is far from the truth. Already in the fourties Blanche Descartes constructed graphs with arbitrarily high chromatic number and no triangles, that is, with every cycle having length at least 4 , and so did several others (see the box on the next page). However, in these examples there were many cycles of length 4 . Can we do even better? Can we stipulate that there are no cycles of small length and still have arbitrarily high chromatic number? Yes we can! To make matters precise, let us call the length of a shortest cycle in $G$ the girth $\gamma(G)$ of $G$; then we have the following theorem, first proved by Paul Erdős.


Constructing the Myciclski graph

## Triangle-free graphs with high chromatic number

Here is a sequence of triangle-free graphs $G_{3}, G_{4}, \ldots$ with

$$
\chi\left(G_{n}\right)=n
$$

Start with $G_{3}=C_{5}$, the 5-cycle; thus $\chi\left(G_{3}\right)=3$. Suppose we have already constructed $G_{n}$ on the vertex set $V$. The new graph $G_{n+1}$ has the vertex set $V \cup V^{\prime} \cup\{z\}$, where the vertices $v^{\prime} \in V^{\prime}$ comespond bijectively to $v \in V$, and $z$ is a single other vertex. The edges of $G_{n+1}$ fall into 3 classes: First, we take all edges of $G_{n}$; secondly every vertex $v^{\prime}$ is joined to precisely the neighbors of $v$ in $G_{n}$; thirdly $z$ is joined to all $v^{\prime} \in V^{\prime}$. Hence from $G_{3}=C_{5}$ we obtain as $G_{4}$ the so-called Mycielski graph.
Clearly, $G_{n+1}$ is again triangle-free. To prove $\chi\left(G_{n+1}\right)=n+1$ we use induction on $n$. Take any $n$-coloring of $G_{n}$ and consider a color class $C$. There must exist a vertex $v \in C$ which is adjacent to at least one vertex of every other color class; otherwise we could distribute the vertices of $C$ onto the $n-1$ other color classes, resulting in $\chi\left(G_{n}\right) \leq n-1$. But now it is clear that $v^{\prime}$ (the vertex in $V^{\prime}$ corresponding to $v$ ) must receive the same color as $v$ in this $n$-coloring. So, all $n$ colors appear in $V^{\prime}$, and we need a new color for $z$.

Theorem 3. For every $k \geq 2$, there exists a graph $G$ with chromatic number $\chi(G)>k$ and girth $\gamma(G)>k$.

The strategy is similar to that of the previous proofs: We consider a certain probability space on graphs and go on to show that the probability for $\chi(G) \leq k$ is smaller than $\frac{1}{2}$, and similarly the probability for $\gamma(G) \leq k$ is smaller than $\frac{1}{2}$. Consequently, there must exist a graph with the desired properties.
$\square$ Proof. Let $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ be the vertex set, and $p$ a fixed number between 0 and 1 , to be carefully chosen later. Our probability space $\mathcal{G}(n, p)$ consists of all graphs on $V$ where the individual edges appear with probability $p$, independently of each other. In other words, we are talking about a Bernoulli experiment where we throw in each edge with probability $p$. As an example, the probability $\operatorname{Prob}\left(K_{n}\right)$ for the complete graph is $\operatorname{Prob}\left(K_{n}^{r}\right)=p^{\binom{n}{2}}$. In general, we have $\operatorname{Prob}(H)=p^{m}(1-p)^{\binom{n}{2}-m}$ if the graph $H$ on $V$ has precisely $m$ edges.
Let us first look at the chromatic number $\chi(G)$. By $\alpha=\alpha(G)$ we denote the independence number, that is, the size of a largest independent set in $G$. Since in a coloring with $\chi=\chi(G)$ colors all color classes are independent (and hence of size $\leq \alpha$ ), we infer $\chi \alpha \geq n$. Therefore if $\alpha$ is small as compared to $n$, then $\chi$ must be large, which is what we want.
Suppose $2 \leq r \leq n$. The probability that a fixed $r$-set in $V$ is independent
is $(1-p)^{\binom{r}{2}}$, and we conclude by the same argument as in Theorem 2

$$
\begin{aligned}
\operatorname{Prob}(\alpha \geq r) & \leq\binom{ n}{r}(1-p)^{\binom{r}{2}} \\
& \leq n^{\tau}(1-p)^{\binom{\tau}{2}}=\left(n(1-p)^{\frac{\Gamma-1}{2}}\right)^{r} \leq\left(n e^{-p(r-1) / 2}\right)^{r}
\end{aligned}
$$

since $1-p \leq e^{-p}$ for all $p$.
Given any fixed $k>0$ we now choose $p:=n^{-\frac{k}{k+1}}$, and proceed to show that for $n$ large enough,

$$
\begin{equation*}
\operatorname{Prob}\left(\alpha \geq \frac{n}{2 k}\right)<\frac{1}{2} . \tag{3}
\end{equation*}
$$

Indeed, since $n^{\frac{1}{k+1}}$ grows faster than $\log n$, we have $n^{\frac{1}{k+1}} \geq 6 k \log n$ for large enough $n$, and thus $p \geq 6 k \frac{\log n}{n}$. For $r:=\left\lceil\frac{n}{2 k}\right\rceil$ this gives $p r \geq 3 \log n$, and thus

$$
n e^{-p(r-1) / 2}=n e^{-\frac{p r}{2}} e^{\frac{p}{2}} \leq n e^{-\frac{3}{2} \log n} e^{\frac{1}{2}}=n^{\cdot \frac{1}{2}} e^{\frac{1}{2}}=\left(\frac{e}{n}\right)^{\frac{1}{2}}
$$

which converges to 0 as $n$ goes to infinity. Hence (3) holds for all $n \geq n_{1}$. Now we look at the second parameter, $\gamma(G)$. For the given $k$ we want to show that there are not too many cycles of length $\leq k$. Let $i$ be between 3 and $k$, and $A \subseteq V$ a fixed $i$-set. The number of possible $i$-cycles on $A$ is clearly the number of cyclic permutations of $A$ divided by 2 (since we may traverse the cycle in either direction), and thus equal to $\frac{(i-1)!}{2}$. The total number of possible $i$-cycles is therefore $\binom{n}{i} \frac{(i-1)!}{2}$, and every such cycle $C$ appears with probability $p^{i}$. Let $X$ be the random variable which counts the number of cycles of length $\leq k$. In order to estimate $X$ we use two simple but beautiful tools. The first is linearity of expectation, and the second is Markov's inequality for nonnegative random variables, wbich says

$$
\operatorname{Prob}(X \geq a) \leq \frac{E X}{a}
$$

where $E X$ is the expected value of $X$. See the appendix to Chapter 14 for both tools.
Let $X_{C}$ be the indicator random variable of the cycle $C$ of, say, length $i$. That is, we set $X_{C}=1$ or 0 depending on whether $C$ appears in the graph or not; hence $E X_{C}=p^{i}$. Since $X$ counts the number of all cycles of length $\leq k$ we have $X=\sum X_{C}$, and hence by linearity

$$
E X=\sum_{i=3}^{k}\binom{n}{i} \frac{(i-1)!}{2} p^{i} \leq \frac{1}{2} \sum_{i=3}^{k} n^{i} p^{i} \leq \frac{1}{2}(k-2) n^{k} p^{k}
$$

where the last inequality holds because of $n p=n^{\frac{1}{k-1}} \geq 1$. Applying now Markov's inequality with $a=\frac{n}{2}$, we obtain

$$
\operatorname{Prob}\left(X \geq \frac{n}{2}\right) \leq \frac{E X}{n / 2} \leq(k-2) \frac{(n p)^{k}}{n}=(k-2) n^{-\frac{1}{k+1}}
$$

Since the right-hand side goes to 0 with $n$ going to infinity, we infer that $p\left(X \geq \frac{n}{2}\right)<\frac{1}{2}$ for $n \geq n_{2}$.
Now we are almost home. Our analysis tells us that for $n \geq \max \left(n_{1}, n_{2}\right)$ there exists a graph $H$ on $n$ vertices with $\alpha(H)<\frac{n}{2 k}$ and fewer than $\frac{n}{2}$ cycles of length $\leq k$. Delete one vertex from each of these cycles, and let $G$ be the resulting graph. Then $\gamma(G)>k$ holds at any rate. Since $G$ contains more than $\frac{n}{2}$ vertices and satisfies $\alpha(G) \leq \alpha(H)<\frac{n}{2 k}$, we find

$$
\chi(G) \geq \frac{n / 2}{\alpha(G)} \geq \frac{n}{2 \alpha(H)}>\frac{n}{n / k}=k
$$

and the proof is finished.
Explicit constructions of graphs with high girth and chromatic number (of huge size) are known. (In contrast, one does not know how to construct red/blue colorings with no large monochromatic cliques, whose existence is given by Theorem 2.) What remains striking about the Erdös proof is that it proves the existence of relatively small graphs with high chromatic number and girth.

To end our excursion into the probabilistic world let us discuss an important result in geometric graph theory (which again goes back to Paul Erdôs) whose stunning Book Proof is of very recent vintage.
Consider a simple graph $G=G(V, E)$ with $n$ vertices and $m$ edges. We want to embed $G$ into the plane just as we did for planar graphs. Now, we know from Chapter 11 - as a consequence of Euler's formula - that a simple planar graph $G$ has at most $3 n-6$ edges. Hence if $m$ is greater than $3 n-6$, there must be crossings of edges. The crossing number $\operatorname{cr}(G)$ is then naturally defined: It is the smallest number of crossings among all drawings of $G$, where crossings of more than two edges in one point are
 not allowed. Thus $\mathrm{cr}(G)=0$ if and only if $G$ is planar.
In such a minimal drawing the following three situations are ruled out:

- No edge can cross itself.
- Edges with a common endvertex cannot cross.
- No two edges cross twice.


This is because in either of these cases, we can construct a different drawing of the same graph with fewer crossings, using the operations that are indicated in our figurc. So, from now on we assume that any drawing observes these rules.
Suppose that $G$ is drawn in the plane with $\operatorname{cr}(G)$ crossings. We can im-
 mediately derive a lower bound on the number of crossings. Consider the following graph $H$ : The vertices of $H$ are those of $G$ together with all crossing points, and the edges are all pieces of the original edges as we go along from crossing point to crossing point.
The new graph $H$ is now plane and simple (this follows from our three assumptions!). The number of vertices in $H$ is $n+\operatorname{cr}(G)$ and the number
of edges is $m+2 \mathrm{cr}(G)$, since every new vertex has degree 4 . Invoking the bound on the number of edges for plane graphs we thus find

$$
m+2 \operatorname{cr}(G) \leq 3(n+\operatorname{cr}(G))-6
$$

that is,

$$
\begin{equation*}
\operatorname{cr}(G) \geq m-3 n+6 \tag{4}
\end{equation*}
$$

As an example, for the complete graph $K_{6}$ we compute

$$
\operatorname{cr}\left(K_{6}\right) \geq 15-18+6=3
$$

and, in fact, there is an drawing with just 3 crossings.
The bound (4) is good enough when $m$ is linear in $n$, but when $m$ is larger compared to $n$, then the picture changes, and this is our theorem.

Theorem 4. Let $G$ be a simple graph with $n$ vertices and $m$ edges, where $m \geq 4 n$. Then

$$
\operatorname{cr}(G) \geq \frac{1}{64} \frac{m^{3}}{n^{2}}
$$

The history of this result, called the crossing lemma, is quite interesting. It was conjectured by Erdôs and Guy in 1973 (with $\frac{1}{64}$ replaced by some constant $c$ ). The first proofs were given by Leighton in 1982 (with $\frac{1}{1000}$ instead of $\frac{1}{64}$ ) and independently by Ajtai, Chvátal, Newborn and Szemerédi. The crossing lemma was hardly known (in fact, many people thought of it as a conjecture long after the original proofs), until László Székely demonstrated its usefulness in a beautiful paper, applying it to a variety of hitherto hard geometric extremal problems. The proof which we now present arose from e-mail conversations between Bernard Chazelle, Micha Sharir and Emo Welzl, and it belongs without doubt in The Book.

- Proof. Consider a minimal drawing of $G$, and let $p$ be a number between 0 and 1 (to be chosen later). Now we generate a subgraph of $G$, by selecting the vertices of $G$ to lie in the subgraph with probability $p$, independently from each other. The induced subgraph that we obtain that way will be called $G_{p}$.
Let $n_{p}, m_{p}, X_{p}$, be the random variables counting the number of vertices, of edges, and of crossings in $G_{p}$. Since $\operatorname{cr}(G)-m+3 n \geq 0$ holds by (4) for any graph, we certainly have

$$
E\left(X_{p}-m_{p}+3 \tau_{p}\right) \geq 0
$$

Now we proceed to compute the indjvidual expectations $E\left(n_{p}\right), E\left(m_{p}\right)$ and $E\left(X_{p}\right)$. Clearly, $E\left(n_{p}\right)=p n$ and $E\left(m_{p}\right)=p^{2} m$, since an edge appears in $G_{p}$, if and only if both its endvertices do. And finally, $E\left(X_{p}\right)=p^{4} \operatorname{cr}\left(G^{r}\right)$, since a crossing is present in $G_{p}$ if and only if all four (distinct!) vertices involved are there.


By linearity of expectation we thus find

$$
0 \leq E\left(X_{p}\right)-E\left(m_{p}\right)+3 E\left(n_{p}\right)=p^{4} \mathrm{cr}(G)-p^{2} m+3 p n
$$

which is

$$
\begin{equation*}
\operatorname{cr}(G) \geq \frac{p^{2} m-3 p n}{p^{4}}=\frac{m}{p^{2}}-\frac{3 n}{p^{3}} \tag{5}
\end{equation*}
$$

Here comes the punch line: Set $p:=\frac{4 n}{m}$ (which is at most 1 by our assumption), then (5) becomes

$$
\operatorname{cr}(G) \geq \frac{1}{64}\left[\frac{4 m}{(n / m)^{2}}-\frac{3 n}{(n / m)^{3}}\right]=\frac{1}{64} \frac{m^{3}}{n^{2}}
$$

and this is it.
Paul Erdỗs would have loved to see this proof.
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