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Ivan Alexeev: Stable random variables with a complex index o
The case of |a — 1/2| < 1/2.

PDMI
vanyalexeev@list.ru

In this paper, we construct complex-valued random variables that satisfy the usual stability condi-
tion, but for a complex parameter « such that o — 1/2| < 1/2. The characteristic function of the
obtained random variables is found and limit theorems for sums of independent random variables
are proved. The corresponding Levy processes and semigroups of operators corresponding to these
processes are constructed.

Marija Cuparié: On the asymptotic efficiency of recent characterization based expo-
nentiality tests of L? and L™ type

University of Belgrade, Faculty of Mathematics
marijar@matf.bg.ac.rs

Based on the joint work with Bojana MiloSevi¢ (University of Belgrade, Faculty of Mathemat-
ics) and Marko Obradovi¢ (University of Belgrade, Faculty of Mathematics)

Recently, several powerful characterization based tests for exponentiality have been proposed.
The test statistics of those tests represent weighted L? and L™ distances between appropriate
V-empirical integral transforms of random variables that appear in the characterization. It turns
up that those tests are very powerful and efficient competitors to commonly used tests. Here
we present those tests, and their limiting behaviour under the null hypothesis and under fixed
alternative distributions. Those results are generalized to the case of V- and U- statistics with
estimated parameters. A significant part of the talk will be dedicated to wide comparison study
from the Bahadur efficiency perspective.
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[Vladimir Dmitriev: Martingale control variate for reinforcement learning ]

Higher School of Economics,

International Laboratory of Stochastic Algorithms and
High-Dimensional Inferences

vadmitriev@hse.ru

Based on the work with Denis Belomestny and Sergey Samsonov (Higher School of Economics,
International Laboratory of Stochastic Algorithms and High-Dimensional Inferences) Policy
gradient algorithms belong to reinforcement learning and are used to learn optimal or suboptimal
policies. In PG setup policy is chosen to be parametric conditional distributions. After collecting
trajectory samples of agent, the stochastic gradient ascent is performed in the space of the policy
parameters. Several techniques are proposed to reduce variance of the stochastic gradient [1].
Control variates are common choice for variance reduction tasks, associated with Markov decision
processes [2]. Standard control variates depend on states and being subtracted from the estimate
of state-action value function [3]. Such variates are usually associated with baselines. Standard
choice of baseline is an estimate of state value function [4]. In contrast, construction of state-action
dependent control variates is complicated. Well known approaches are Stein control variates [5] or
Q-prop [6].

We propose to exploit martingale decomposition [7] to design the procedure to construct state-
action dependent control variate for arbitrary policy gradient algorithm. Martingale decomposition
could be applied to MDP if Markov process has the dynamics of the specific type [7], where
new element of Markov chain is a deterministic function of previous element and i.i.d sequence.
Such dynamics describes wide range of Markov chains. Our technique takes trajectory samples,
which should additionally include data about noise in the system [7]. The algorithm proceeds as
follows - after computation of advantage estimates it subtracts sample estimates of few terms of
the martingale decomposition. The standard policy gradient step is performed with the shifted
advantages. Terms of martingale decomposition are approximated with ANNSs. Each step of policy
gradient the weights of control variate approximations are updated with an appropriate loss. Our
technique is tested on several continuous control tasks and shows the increase in performance of
the algorithms after martingale control variate augmentation.
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Mariia Dospolova: Discrete intrinsic volumes

Saint-Petersburg State University,
dospolova.marial@yandex.ru

For a convex lattice polytope P C R? of dimension d with vertices in Z¢, denote by L(P) its discrete
volume which is defined as the number of integer points inside P. The classical result due to
Ehrhart says that for a positive integer n, the function L(nP) is a polynomial in n of degree d whose
leading coefficient is the volume of P. In particular, L(nP) approximates the volume of nP for
large n.

In convex geometry, one of the central notion which generalizes the volume is the intrinsic volumes.
The main goal of this talk is to introduce their discrete counterparts. In particular, we show that
for them the analogue of the Ehrhart result holds, where the volume is replaced by the intrinsic
volume.

We also introduce and study a notion of Grassmann valuation which generalizes both the discrete
volume and the solid-angle valuation introduced by Reeve and Macdonald.
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[Alexander Gushchin: The joint distributions of certain pairs of stochastic processes ]

Steklov Mathematical Institute
gushchin@mi-ras.ru

We study the sets of joint distributions of certain pairs of stochastic processes, for example, a
martingale and its current maximum or an increasing process and its compensator. The emphasis is
on extreme points of these sets. In particular, we introduce a subset of the set of joint distributions
of an increasing process and its compensator that can be characterised by the property that every
distribution in this subset is the only one in the considered set with given marginals. We study
connections between different settings and also a connection with the Skorokhod embedding
problem. We discuss several classical problems that can be solved in this way, as well as new
results.
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Nikita Karagodin: On the distribution of the last exit time over a slowly growing
boundary for a Gaussian process

Saint-Petersburg State University,
nikitus20@gmail.com

Based on the joint work with Mikhail Lifshits (St.Petersburg State University, Department of
Mathematics and Computer Sciences)

Consider a stationary Gaussian process with continuous trajectories and its “last exit time over a
moving boundary”, i.e. the last instant when the process hits a line a f(t) for a fixed function f and
changing parameter a. After this instant, the process stays forever under the line. We are interested
in the asymptotic distribution of the last exit time when the parameter a goes to zero.

In this work a limit theorem on the convergence of the distribution of the properly centered and
scaled last exit time to a double exponential (Gumbel) law is proven.

A special case of this problem, for a particular process, emerged in recent works [1, 2] providing a
mathematical study of a physical model (Brownian chain break).

The last exit time is a sufficiently popular object in the problems of economical applications such as
studies of ruin probabilities. In risk theory the process

R(t) =u+af(t) - Y(1),

where Y (t) is a centered Gaussian process with continious trajectories, represents a company
balance. For instance, this could be used as the simplest model of an insurance company with a
starting balance u, fixed income per time a (corresponding to a function f(t¢) = t) and stochastic
expenses Y. In this setting the ruin time inf{t : R(¢) < 0} is the first time preceeding the moment
of the company balance going below 0 and the ultimate recovery time max{t¢ : R(t) < 0} represents
the moment after which the company balance will be always positive. In those settings, however, as
a rule, one considers processes with stationary increments and trend is fixed, see [3, 4, 5], while in
this work the ultimate recovery time for the case of the stationary process without starting balance
and small trend is considered. As far as we know, the problem setting handling the small trend is
new.

In order to succeed one has to choose between the variety of processes and the variety of boundaries.
We consider weak assumptions on the correlation function of Y (¢) and strong assumptions on the
boundary function f(t), although covering the cases f(t) = t?,d > 0 and f(t) = exp{29},0 < ¢ < 1.
The case of the linear boundary is handled in [6].
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Bojana MiloSevié: Characterization based approach for construction of goodness-of-
fit tests: randomly censored data case

University of Belgrade, Faculty of Mathematics
bojana@matf.bg.ac.rs

Based on the joint work with Marija Cuparié¢ (University of Belgrade, Faculty of Mathematics)
Recently, the characterization based approach for the construction of goodness-of-fit tests has
become very popular. Most of the proposed tests have been designed for complete i.i.d. samples.
However, in practice, we are often facing incomplete data sets. For example, a common problem
in clinical trials is the missing data caused by patients who do not complete the study in a full
schedule and drop out of the study without further measurements. This usually results in randomly
right-censored data. Here we present an adaptation of the recently proposed tests based on
equidistribution-type characterizations for such data. Their asymptotic properties are shown. We
also present a wide empirical power study including several recent competitors. Additionally, we
also consider an alternative approach to goodness-of-fit tests adaptation and explore its properties.
The final part of the talk will be dedicated to several potential directions for future research.

Tatiana Moseeva: Random sections of convex bodies and distribution of the volume
of weighted Gaussian simplex

Saint Petersburg State University
Leonhard Euler International Mathematical Institute
polezina@yandex.ru

Based on the joint work with Dmitry Zaporozhets (St. Petersburg Department of Steklov Insti-
tute of Mathematics) and Alexander Tarasov (Saint Petersburg State University)

Let K be a convex body in the Euclidean space or on the unit sphere. We express the distribution
of the distance between two random points in K via the distribution of the length of a random
chord of K. As a corollary, in a spherical case we find the density of the distribution of the distance
between two random points in a spherical cap.

In the second part of the talk we derive an explicit formula for the distribution of the volume of
weighted Gaussian simplex.
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Alexey Naumov: Tight High Probability Bounds for Linear Stochastic Approxima-
tion with Fixed Stepsize

HSE University, Faculty of Computer Science,
anaumov@hse.ru

Based on the joint work with Alain Durmus (ENS Paris-Saclay), Eric Moulines (Ecole Polytech-
nique; HSE University), Sergey Samsonov (HSE University), Kevin Scaman (INRIA, DI/ENS,
PSL Research University) and Hoi-To Wai (The Chinese University of Hong Kong) This paper
provides a non-asymptotic analysis of linear stochastic approximation (LSA) algorithms with fixed
stepsize. This family of methods arises in many machine learning tasks and is used to obtain
approximate solutions of a linear system A¢ = b for which A and b can only be accessed through
random estimates {(A,,, by,) : n € N*}. Our analysis is based on new results regarding moments
and high probability bounds for products of matrices which are shown to be tight. We derive
high probability bounds on the performance of LSA under weaker conditions on the sequence
{(A,,by) : n € N*} than previous works. However, in contrast, we establish polynomial concen-
tration bounds with order depending on the stepsize. We show that our conclusions cannot be
improved without additional assumptions on the sequence of random matrices {A,, : n € N*},
and in particular that no Gaussian or exponential high probability bounds can hold. Finally, we
pay a particular attention to establishing bounds with sharp order with respect to the number of
iterations and the stepsize and whose leading terms contain the covariance matrices appearing in
the central limit theorems.



Alexander Nazarov: Some new results on spectral equivalence of Gaussian random
functions

PDMI RAS and St.-Petersburg State University
al.il.nazarov@gmail.com

The talk is based on the joint works with Ya.Yu. Nikitin, see [1] and [2]. We introduce a new
approach to the spectral equivalence of Gaussian processes and fields, based on the methods of
operator theory in Hilbert space. Besides several new results including identities in law of quadratic
norms for integrated and multiply integrated Gaussian random functions we give an application to
goodness-of-fit testing.

The author’s work was supported by joint RFBR-DFG grant 20-51-12004.
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[Sergey Nikitin: Large Deviations of Telecom Processes ]

Saint Petersburg State University
nikitin97156@mail.ru

This is a joint work with M.A.Lifshits. The results are published in the prerprint arXiv:2107.11846
We study large deviation probabilities of Telecom processes appearing as limits in a critical regime
of the infinite source Poisson model elaborated by 1.Kaj and M.Taqqu. We examine three different
regimes of large deviations (LD) depending on the deviation level. A Telecom process (Y;)¢>¢ itself
scales as t'/7 where t denotes time and v € (1, 2) is the key parameter of Y. One must distinguish
moderate LD €(Y; > ¢) with t!/7 < ¢ < t, intermediate LD with ¢ ~ t, and ultralarge LD with
q > t. The results we obtain essentially depend on another parameter of Y, namely resource
distribution. We solve completely the cases of moderate and intermediate LD (the latter being the
most technical one), whereas the ultralarge deviation asymptotics is found for the case of regularly
varying distribution tails. In all considered cases, the large deviation level is essentially reached by
the minimal necessary number of “service processes”.
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Artem Nikolaev: An analogue of the local time of the complex Brownian motion pro-
cess

PDMI RAS
nikolaiev.96@bk.ru

Let w(s),s > 0 be a standard Wiener process and A be an arbitrary measurable subset of R. Denote
by A(U), the Lebesgue measure of a set U. The sojourn time of the process w(s) in the set A up to
the time ¢ > 0 is defined by

u(t, A) = A{s:w(s) € A,0 < s < t},

For a fixed t the set function p(t, -) is a random measure, moreover it is known (see [1], ch. 1 84) that
the measure 4(t, -) is absolutely continuous with respect to the Lebesgue measure with probability
1. The Radon - Nikodym derivative

Ut ) = % (1,2 )

is called the local time of the process w(s) at the point = up to the time ¢.
It is well known that the local time of a Wiener process can be obtained using the Fourier analysis.
Namely

M ¢
1 ‘ .
l(t,x) = Mthoo Dy / e Pt / (%) ds dp. (2)
-M 0

The last limit exists in the metric of the space L2(2 x R, P x \) (see [1], ch.1, 34).

Note that we cannot define the local time of the complex Brownian motion process o w(s), s > 0
(0 — complex parameter) as the limit of a sequence of functions (2) in the space Ly(2 x R, P x X),
because the corresponding sequence diverges.

We construct an analogue of local time for the complex Brownian motion process o w(s),s > 0,
where ¢ is a complex number satisfying the conditions

0O<argo < — and |o| = 1.

AN
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[Svyatoslav Novikov: New results on asymptotic independence ]

Saint Petersburg State University,
Faculty of Mathematics and Computer Science
svyatoslav4@mail.ru

Based on the joint work with Youri Davydov (St. Petersburg State University, Faculty of Math-
ematics and Computer Science; Université de Lille, Laboratoire Paul Painlevé)
Following the papers [1], [2], we introduce several natural definitions of asymptotic independence
(AI-0 - AI-4) of two sequences of random elements (X,,) and (Y;,), where X,, : Q@ — E1,Y,, : Q — E»
and E4, E, are complete separable metric spaces.
AI-0: For each bounded uniformly continuous functions
f:E1 =R g: Ey— R,

Ef(Xn)g(Yn) - Ef(Xn)Eg(Yn) - 07

when n — +o00.
AI-1: For each bounded uniformly continuous function
h: El X E2 — R,

/ Wz, 9) P, v, (da, dy) — / h(x.y)(Px, x Py,)(dz, dy) — 0,

when n — +oo.
Al-2: Forall A € &, B € &,

[P(x,,v,) (A x B) = Px, (A) Py, (B)] = 0, n — +o0. (3)
AlL-3: sup ce, pee, [P(x,,vn) (A X B) = Px,,(A) Py, (B)] = 0, n — +o0.

Al-4: HP(men) — PXn X PYnva' — 0, n— +oo.

Firstly, we discuss their basic properties, some simple connections between them and connections
with properties of weak dependence. In particular, the case of tight sequences is considered in
detail. Secondly, we consider the case when the random elements belong to the space of sequences
and the case when the joint distributions are Gaussian. Finally, in order to clarify the relationships
between different definitions, we provide some counterexamples.
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Nikita Puchkin: Exponential Savings in Agnostic Active Learning through Absten-
tion

HSE University, HDI Lab
npuchkin@hse.ru

Based on the joint work with Nikita Zhivotovskiy (ETH, Zurich)

Pool-based active classification can be seen as an extension of the classical PAC classification setup,
where instead of learning from the labeled sample (X7, Y1), ..., (X,,Y,), one can adaptively request
the labels from a large pool X1, X, ... of i.i.d. unlabelled instances round by round. Our hope
is to request significantly fewer labels Y; and get the same statistical guarantees as in passive
learning. We show that in pool-based active classification without assumptions on the underlying
distribution, if the learner is given the power to abstain from some predictions by paying the price
marginally smaller than the average loss 1/2 of a random guess, exponential savings in the number
of label requests are possible whenever they are possible in the corresponding realizable problem.
We extend this result to provide a necessary and sufficient condition for exponential savings in
pool-based active classification under the model misspecification.

Ilya RagOZil‘l: New Goodness-of-fit Tests for Rayleigh Distribution Family Based on
Some Characterization and Some Special Property

HSE - St.Petersburg
Ragza34@gmail.com

In this talk, new scale-free goodness-of-fit tests for the Rayleigh family will be constructed based
on some special properties. The Limit theorems for the corresponding statistics are proved and
logarithmic functions of large deviations are found. In this case our statistics are scale invariant,
so the considered goodness-of-fit criteria are suitable for testing the composite hypothesis. As a
result, the local Bahadur efficiency is calculated for common alternatives and for the specific Rice
alternative.

Roman Ragozin: On conditional characteristics of PSI-processes and their sums.
Gamma-distributed PSI-processes example

Saint Petersburg State University, Faculty of Mathematics and Mechanics
eyshellal@gmail.com

Based on a joint work with Rusakov O. V. (Saint Petersburg State University, Faculty of Math-
ematics and Mechanics)

The PSI-process (Poisson stochastic index process) ¢(s), s > 0, we understand as a model of a
flow of i.i.d random variables, in a manner that each previous random variable changes to another
one at moments of jumps of a Poisson-type process. PSI-processes generalise Pseudo-Poisson
processes which are introduced in the famous Feller’s monograph [1]. For details of description
and properties of PSI-processes we refer to [2].
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Main goal of our research is to study limits of sums of independent PSI-processes > Z[g] Yi(N,s),
as N — oo. The limit random field we denote as U(¢,s), t € [0,1]. We focus our interest in
conditional characteristics of ¥ (¢, s) under condition that ¥(1, so) is fixed. The explicit formula
for the conditional mathematical expectation is found for all cases when ¥ (¢, s) has an infinitely
divisible distribution. Note that ¥(¢, s¢) is a bridge-type process over ¢ € [0, 1], when ¥(1, s¢) is
fixed. In a special case when the terms of the initial sequence belong to the domain of attraction
of the Gamma Law we examine in details Gamma bridges. We are able to obtain some explicit
formulas due to a parallel between Gamma bridges and Brownian bridges (see [3] and [4]). This
work one can apply to Information Theory and Stochastic Finance. Such kind of the model has
found applications for pricing in real estate market in St. Petersburg.

The research was supported by the Russian Foundation for the Basic Research (RFBR), project No.
20-01-00646 (A).
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Sergey Samsonov: Probability and moment inequalities for additive functionals of
geometrically ergodic Markov chains

Higher School of Economics, Faculty of Computer Sciences
svsamsonov@hse.ru

The talk is based on the joint work with Alain Durmus (Université Paris-Saclay, ENS Paris-
Saclay), Eric Moulines (Ecole polytechnique, Paris, France), and Alexey Naumov (Higher School
of Economics, Moscow, Russia).

In this talk we discuss novel moment and Bernstein-type inequalities for additive functionals of
geometrically ergodic Markov chains. These inequalities extend the corresponding inequalities for
independent random variables. Our conditions cover Markov chains con-verging geometrically to
the stationary distribution either in V-norms or in weighted Wasserstein distances. Our inequalities
apply to unbounded functions and depend explicitly on constants appearing in the conditions that
we consider.
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Irina Shevtsova: Convergence rate estimates in the Rényi theorem with no support
constraints

Lomonosov Moscow State University,
Faculty of Computational Mathematics and Cybernetics
ishevtsovalcs.msu.ru

Based on the joint work with Mikhail Tselishchev (Lomonosov Moscow State University)

We generalize the notion of the equilibrium transform (also called the integrated tail, or the
stationary renewal distribution) to distributions whose support may also intersect the negative
axis. We study its properties and, in particular, we prove an optimal moment-type inequality
for the L;-distance between a distribution and its generalized equilibrium transform. Using the
introduced transform and Stein’s method we obtain convergence rate estimates of the accuracy
of the exponential approximation to distributions of geometric randoms sums of independent
random variables with no support constraints in the Kantorovich distance. By presenting some
lower bounds we demonstrate that the obtained estimates are sharp. Furthermore, we extend the
constructed estimates to generalized negative binomial random sums whose limit distributions are
generalized gamma.

The presented results are published in [1] and [2].
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Ekaterina Simarova: Limit theorems for U-max statistics with kernels defined on a
plane

Saint Petersburg State University
katerina.l.14@mail.ru

Based on the joint work with Yakov Nikitin (Saint Petersburg State University)

Let &1,...,&, ... beiid. random elements taking values in some measurable space. U-max
statistics of degree m > 1 with kernel & are defined by the formula
Hy, = max h(&iys s &im)- 4)

{(ilr"vim):lgil<---<i7YL§n}

They were introduced by Lao and Mayer in 2008 in their joint paper [1] as extreme counterparts of
U-statistics.

We discuss limiting behaviour of such statistics and obtain a limit relation with Weibull distribution
as a limit for wide class of U-max statistics. We also consider the applications of these relations
to the limiting behaviour of stochastic geometric objects, such as diameters, perimeters, areas of
convex m-gons, e.t.c.
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[Evgeny Spodarev: Extrapolation of Heavy Tailed Random Fields Via Level Sets ]

Ulm University, Institute of Stochastics
evgeny.spodarev@uni-ulm.de

Based on the joint work with Abhinav Das and Vitalii Makogin (Ulm University, Institute of
Stochastics) We use the concept of excursion sets for the extrapolation of (possibly heavy-tailed)
stationary infinitely divisible random fields. Doing so, we define excursion sets for a measurable
random field and its linear predictor, and then minimize the expected volume of the symmetric
difference of these sets under the condition that the univariate distributions of the predictor and
of the field itself coincide. We illustrate the new approach on Gaussian random fields. There, our
extrapolation problem appears to be a well-known linear programming problem with linear as
well as quadratic constraints, a special case of the Second Order Cone Programming. Its complete
solution is presented including the issues of existence and uniqueness. The solution is different
depending on whether the mean of the field is assumed to be unknown or zero which shows direct
parallels to ordinary or simple kiriging. It is shown that the new extrapolation method is exact and
weakly (or a.s.) consistent. Moreover, it differs from known kriging methods.

A numerical simulation study shows that the new extrapolation performs well in Gaussian pro-
cesses’ case. These results are published in [1].
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Natalia Stepanova: On sup-functionals of weighted empirical processes with appli-
cations to inferential problems in high dimensions

Carleton University, School of Mathematics and Statistics
nstep@math.carleton.ca

Based on the joint work with Tatjana Pavlenko (KTH Royal Institute of Technology), Yibo
Wang (University of Alberta), and Lee Thompson (Carleton University)

The object of our interest is a family of statistics based on sup-functionals of weighted empirical
processes with a certain type of weight functions. The weight functions employed are Erdés—Feller—
Kolmogorov—Petrovski (EFKP) upper-class functions of a Brownian bridge; Chibisov—O’Reilly
functions are also considered. This family of statistics was introduced and studied in [1]. In high
dimensions, the sup-norms of weighted empirical processes standardized by the EFKP upper-class
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7

functions of a Brownian bridge have been seen to be good alternatives to Tukey’s “higher criticism”
statistic, as introduced in [2]. In this talk we demonstrate how the family of statistics at hand can be
effectively used to solve various inferential problems where the higher criticism statistic and its
modifications were previously commonly applied.
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[Arman Tadevosian: Gaussian Assignment Process ]

Saint Petersburg University, Department of Mathematics and Computer Sciences
tadevosiaan@yandex.ru

Based on the joint work with Mikhail Lifshits (St.Petersburg University, Department of Math-
ematics and Computer Sciences)

Consider the following random assignment problem. Let (X;;) be a n x n random matrix with
ii.d. random entries having a common distribution P. Let S,, denote the group of permutations
m:{1,2,...,n} = {1,2,...,n}. Forevery m € S, let

S(m) = Z Xin(i)-
i=1

We are interested in the study of max S(m) in case, where P = N (0, 1), and in finding of the optimal
TESK

permutation 7*, such that E S(7*) = E max S(m). We call {S(n),m € S,} a Gaussian assignment
TESY

process.
The setting with (X;;) uniformly distributed on [0, 1] was studied by Steele [5] and Mézard and
Parisi [3], where the authors proved that

EminS(W):C(2)—€W’;LQC(?))+O<1>, n — 0o,

TESH n2

¢(-) being Riemann’s zeta function. Mézard et al. [4] also conjectured that in the exponential case
(P = Exp(1)) it is true that

E;relgi S(m) — ((2). )

Aldous [1] gave a rigorous proof of conjecture (5). His approach is based on the assignment analysis
of a graph with edges provided with exponentially distributed weights, see [2].
We show that in the Gaussian case

Emax S(m) ~ ny/2logn, n — oco.

TESY
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Alexander Tarasov: Reconstruction of the covariance matrix of a 3D centered Gaus-
sian vector from the distribution of the coordinate-wise maximum

Saint Petersburg University

Let
X=(Xy,...,Xyq), Y=(Y,....Yy)

be two centered Gaussian vectors in R? with the covariance matrices ¥ x, Xy. We are interested in
the following question:
Is it true that if

max(X1,. .., Xq) < max(Vy,...,Yy) 6)

then up to a permutation of indices
Sx =Zy? )

A slightly modified problem has been firstly formulated by Nadas [1] who considered the case
d = 2 and imposed an additional assumption to (6): if

(max(X7, X2), argmax(X1, X2)) L (max(Y1, Ya), argmax (Y7, Ys)),

then ¥ x and Xy coincide up to the permutation.
In a setting (6) the problem was originated in the works of Anderson and Ghurye [2], [3]. They
proved (7) for d = 2 and also considered the case of non-centered X,Y under the additional
assumption

cov(Xi, Xs2),cov(Y1,Ys) <0,

where cov denoted the covariance. Very soon this assumption has been removed by Basu and
Ghosh [4] who also considered the case d = 3 with the centered X,Y under some assumption
on correlation between vector’s coordinates. Finally, in full generality this problem was open
even in R%. Out result is (7) for d = 3 under the only assumption that covariance matrices are
nondegenerate.
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[Anna Tchirina: A modified problem by Ya. Yu. Nikitin ]

Saint Petersburg Electrotechnical University "LETI"
antch@mail.ru

Based on the joint work with A. I. Nazarov (St. Petersburg Department of Steklov Mathemati-
cal Institute of Russian Academy of Sciences)

The concept of local asymptotic Bahadur optimality for a sequence of statistics is well known. The
following problem was posed and in many cases solved by Ya. Yu. Nikitin: to describe the class
of distributions for which a given sequence of statistics is locally asymptotically optimal against
specific alternatives (shift, scale, etc.). However, in some cases this problem has no solution. We
propose to consider a modified problem. Its solution gives the value of the available asymptotic
efficiency of the corresponding statistics.
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Daniil Tiapkin: Shattering Threshold for the Coloring Problem of a Random Hyper-
graph

HSE University
dtyapkin@hse.ru

Based on the joint work with Dmitry Shabanov (HSE University, Moscow Institute of Physics
and Technology, Lomonosov Moscow State University)

One of the most interesting and challenging problems in the graph theory is to determine the
chromatic number of a graph and find the corresponding coloring. This problem is rather hard from
the computational point of view since the problem of determining whether a graph is r-colorable or
not is NP-complete for any given r > 2. However, in the setting of a random graph, or, equivalently,
a typical graph with a very big number of vertices, the situation is much more optimistic: there is a
sharp threshold for the property of r-colorability and there are very tight bounds for this threshold
(see [1], [2]). Any such threshold corresponds to the sparse case when the number of edges is a
linear function of n (see [3]). So, we can always believe that there is a proper coloring below the
threshold. However, the known algorithms that quickly provide the required coloring with r colors
work only when the number edges is significantly less than the r-colorability threshold (see [4]).
The attempt to understand this effect was initiated by Achlioptas and Coja-Oghlan in [5], where
they have proven the shattering effect: the space of proper colorings of a random graph with an
edge-density greater than the some estimate starts to behave very poorly with probability tending
to 1. For random hypergraphs, Achlioptas and Coja-Oghlan considered only the case of 2 colors
and showed that the shattering effect also takes place. Our aim was to extend their result to an
arbitrary number of colors and determine the shattering threshold for the r-coloring problem of
a random k-uniform hypergraph for » > 2,k > 3. From the purely combinatorial point of view,
this problem might be considered as a determining the structure of the set of proper r-colorings of
the typical hypergraph with given number of edges. Also, our result unites the results concerning
graph colorings and hypergraph 2-colorings into one theorem.
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Alexandr Tikhomirov: Extreme singular values of sparse rectangular random matri-
ces

Komi Science Center, Institute of Physics and Mathematics
tikhomirov@ipm.komisc.ru

Based on the joint work with Professor F. Gotze (Bielefeld University)

In the last five to ten years, significant progress has been made in the study of the asymptotic
behavior of the spectrum of sparse random matrices. A typical example of such matrices is the
incidence matrices of random graphs. Thus, for Bernoulli matrices, K. Tikhomirov obtained the
exact asymptotics of the probability of singularity. See [5]. See as well the paper [1]. For the
adjacency matrix of Erdos - Renyi random graphs, in the papers of Yau and L. Erdos and Co, a
local semicircular law was proved, and the behavior of the largest and smallest singular numbers,
eigenvector statistic was investigated. See paper [4] and literature to them. Lee and Hwang
considered spectral properties of sparse sample covariance matrices, which includes biadjacency
matrices of the bipartite Erd6s—Renyi graph model. See [6]. In this paper authors proved local law
for the eigenvalue density up to the upper spectral edge assuming that sparsity probability p has
order N~° for some € > 0 and enries of msatrix X;; are i.i.d. r.v.’s such that

cq

(NC;)I))qQ for every ¢ > 1. (8)
Here NV denotes the main parameter of growing the dimension of matrices. More precise see below.
We consider the bounds for the smallesest and for the largest singular values of sparse rectuangular

E|[X;|> =1, and E|X ;|7 <

random matrices assming that probability of sparsity p may decrease such that Np < log% N and
moment conditions more weakener as (8) (see condition (12) and (13)). Let n = n(N), N > n.
Consider independent identically distributed zero mean random variables X;;, 1 < j < N,
1 <k <nwithE XJ?k = 1 and independent of that set independent Bernoulli random variables £y,
1<j<n 1<k <mwithE¢j = py. Inaddition suppose that Npy — oo as N — oco. In what
follows we put p = pn. Observe the sequence of random matrices

X = (§uXjk)1<j<N1<k<n- &)

Denote by s; > --- > s, the singular values of X and define the sample covariance matrix
Y = X*X. Lety = y(IN) = . We shall assume that y(N) < yo < 1. The main results are the
following

Theorem 1. Let E X;;, = 0 and E | Xj;|> = 1. Assume that

E|[X;[*T < C < o0,
for any j,k > 1 and for some § > 0. Suppose that there exists a positive constant B, such that

Npy > Blogx N, (10)
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where xk = Assume additionally that

2(4+6)

X < C(Npy)z ™. (11)
Then for every ¢ > 1 there exists a constant K = C(q, 6, j14+5) such that

Pr{s; > K\/Np} <CN~?
Theorem 2. Let E X;;, = 0 and E | Xj;|> = 1. Assume that
E|X ;%" < C < o,

for any j, k > 1 and for some § > 0. Suppose that there exists a positive constant B, such that
Npy > Blogr N, (12)

where £ = 5775 - 5)- Assume additionally that

X1 < C(Npn)z~". (13)

Then for every g > 1 there exists a constant C' = C(q, 0, fta+5)

Pr{s, <7y/Np} <CN79,
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[Vladislav Vysotsky: Contraction principle for trajectories of random walks ]

University of Sussex and PDMI
v.vysotskiy@sussex.ac.uk

A large deviations principle (LPD) for trajectories of random walks with finite Laplace transform of
their increments was proved by Mogulskii [2] in 1976. For the increments whose Laplace transform
is finite only in a neighbourhood of zero, there were no tractable results until 2013, when Borovkov
and Mogulskii [1] proved a weaker-than-standard result using a new concept of “metric” LDPs.
We establish a contraction principle for general “metric” LDPs, showing that they are preserved
under uniformly continuous mappings. This allows us to transform the result of Borovkov and
Mogulskii [1] on random walks trajectories into standard LDPs. As an application, we extend the
classical Cramér theorem by proving an LPD for kernel-weighted sums of i.i.d. random vectors in
R
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Elena Yarovaya: On Spatial Distribution of Particle Field for Branching Random
Walks

Lomonosov Moscow State University, Dept. of Probability Theory
yarovayal@mech.math.msu.su

The limit structure of a particle field for branching random walks (BRWs) depends on the properties
of a random walk and a branching environment as well as on the dimension of a space in which the
process is considered. Differences in these properties significantly affect the asymptotic behavior in
time of the moments for the number of particles on a multidimensional lattice and the rate of their
growth. For the BRWs with a finite number of particle generation centers it is shown how the growth
of the limiting moments of the number of particles at each point of the multidimensional lattice
corresponds to the limiting structure of the particle field, under various assumptions on intensities
of generation and transport of particles. The key question is in which cases the normalized
limiting (in time) moments of the number of particles guarantees the uniqueness of the probability
distribution and, as a consequence, the convergence in distribution to some limiting random
variable. The question about the explicit form of the distribution of the limiting random variable
remains open. We show that in some cases it can be answered. Under the assumption that an
underlying random walk is recurrent, we prove, for BRWs with a critical Markov branching process
at each lattice point and one initial particle, the convergence of the distribution of the particle field
to the limit stationary distribution. Some of the results are based on the publications [1, 2, 3, 4, 5].

The research was supported by the Russian Foundation for the Basic Research (RFBR), project No.
20-01-00487.
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